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Sample variance: It is variance of the signal points 

and the following formula was used for computation 

of sample variance. 
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Harmonic mean:  
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Geometric mean:   
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Diffusion coefficient: 
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Average division from mean:  
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Skid:                                    
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Skewness: Skewness characterizes the degree of 

asymmetry of a distribution around its mean. The 

following formula was used for computation of 

skewness: 
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Kurtosis: Kurtosis indicates the flatness or the 

spikiness of the signal. The following formula was 

used for computation of Kurtosis: 
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In all up formulas, x(n) is amplitude of signal and 

‘N’ is sample rate of signal. 

  

2.5 Feature selection and classification model 

extraction 
A ‘divide-and-conquer’ approach to the problem of 
learning from a set of independent instances leads 
naturally to a style of representation called a decision 
tree. A decision tree is a tree-based knowledge 
representation methodology used to represent 
classification rules. A standard tree induced with c5.0 
(or possibly ID3 or c4.5) consists of a number of 
branches, one root, a number of nodes and a number 
of leaves. One branch is a chain of nodes from root 
to a leaf, and each node involves one attribute. The 
occurrence of an attribute in a tree provides the 
information about the importance of the associated 
attribute. In a decision tree, the top node is the best 
node for classification. The other features in the 
nodes of a decision tree appear in descending order 
of importance. It is to be stressed here that only 
features that contribute to the classification appear in 
the decision tree and others do not. Features that 
have less discriminating capability can be 
consciously discarded by deciding on the threshold. 
This concept is made use of for selecting good 
features. In this research, Method Correlation-based 
Feature Selection (CFS) and the J48 algorithm (A 
WEKA implementation of c4.5 Algorithm) are used 
as a decision tree to select the salient features from 
the whole feature set [18]. In this section the data 
obtained from the feature extraction procedure is 
split into two sets: training data and testing data. 
Training data is employed to build the model, whilst 
testing data is for validating the model. Input to the 
algorithm was the set of statistical features extracted 
from raw vibration signatures. The data sets of the 
features for each condition have 60 samples. In each 
operating condition, %70 of samples is employed for 
the training process and the remaining samples for 
testing purposes. The detailed descriptions of those 
data sets are given in Table 2. Based on the output of 
the J48 algorithm, various statistical parameters are 
selected for the various conditions of the gearbox. 
Selected statistical features are used as membership 
functions and the values appearing between various 
nodes in the decision tree are used for generating the 
fuzzy rules to classify the various conditions of the 
gearbox under study. 
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Table 2: Descriptions of data sets in each condition 

Label of 

classification 

Number of 

training samples 

Number of 

testing samples 

Healthy (H) 42 18 

Worn (W) 42 18 

Broken (B) 42 18 

Total 

Samples 

126 54 

 
2.6 Fault diagnosis using fuzzy inference 

system 
Fuzzy logic makes use of the knowledge of experts 

through its transformation into linguistic terms. 

Fuzzy logic is a rule-based system that successfully 

combines fuzzy set theory with the inference 

capability of human beings. As rules, linguistic terms 

are used and are modeled through membership 

functions that represent simulation of the 

comprehension of an expert. Membership functions 

give the scaled value of definite number values that 

are defined by linguistic labels. Rules are defined 

such as IF (condition) THEN (result). The conditions 

and results are linguistic terms that represent the 

input and output variables, respectively. The rule 

base of the fuzzy logic classifier consists of many 

rules. A rule base is used to obtain a definite output 

value according to the input value [4]. After defining 

membership functions and generating the ‘if-then’ 

rules by J48 algorithm, the next step is to build the 

fuzzy inference engine. The fuzzy toolbox available 

in MATLAB 7.6 [7] was used for building the fuzzy 

inference engine. Each rule was taken at a time and 

using membership functions and fuzzy operators the 

rules were entered. 

  

3 Results and discussion 
3.1 Vibration signals 
Fig. 6 shows the samples of vibration signal acquired 

for various experimental conditions of the gearbox 

using FFT. According to this Figure, it is obvious 

that the vibration amplitude value is increased by 

increasing the working speed. Also, in each working 

speed of the gearbox, the vibration amplitude value is 

increased by increasing the severity of gearbox 

faults. Results show that fault diagnosis of gearbox is 

difficult using a spectrum of vibration signals alone. 

Therefore it is necessary to utilize an automatic 

signal classification system in order to increase 

accuracy and reduce errors caused by subjective 

human judgment. 

 

3.2 Decision trees 
The outcomes of the J48 algorithm are shown in Fig. 

7, 8 and 9. Decision trees show the relation between 

features and the condition of the gearbox. Tracing a 

branch from the root node leads to a condition of the 

gearbox and decoding the information available in a 

branch in the form of the ‘if - then’ statement gives 

the rules for classification using fuzzy for various 

conditions of gearbox. Hence, the usefulness of the 

decision tree in forming the rules for fuzzy 

classification is established. The top node of the 

decision tree is the best node for classification [15]. 

The other features appear in the nodes of the decision 

tree in descending order of importance. It is to be 

stressed here that only features that contribute to the 

classification appear in the decision tree and others 

do not. The level of contribution is not the same and 

all statistical features are not equally important. The 

level of contribution by an individual feature is given 

by a statistical measure within the parenthesis in the 

decision tree. The first number in the parenthesis 

indicates the number of data points that can be 

classified using that feature set. The second number 

indicates the number of samples against this action. 

If the first number is very small compared to the total 

number of samples, then the corresponding features 

can be considered as outliers and hence ignored. 

Features that have less discriminating capability can 

be consciously discarded by deciding on the 

threshold. This concept is used in selecting good 

features. The algorithm identifies the good features 

for the purpose of classification from the given 

training data set and thus reduces the domain 

knowledge required to select good features for the 

pattern classification problem. 

 

3.3 Accuracy of decision trees 
The classification results based on decision trees are 

calculated using a ‘use training set, evaluation where 

the data set to be evaluated is randomly partitioned 

so that in each condition 42 samples are used for 

training. The process is iterated with different 

random partitions and the results are averaged. 

Obtained confusion matrices from the decision trees 

are given in Table 3. In a confusion matrix, each cell 

contains the number of samples that was classified 

corresponding to actual algorithm outputs. The 
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diagonal elements in the confusion matrix show the 

number of correctly classified instances. Results 

show that the accuracy of decision trees produced for 

700, 1500 and 1800 rpm is about 87.3%, 100% and 

99.21%, respectively. 

 

 

 

3.4 Membership functions 
A membership function (MF) is a curve that defines 

how each point in the input space is mapped to a 

membership value (or degree of membership) 

between 0 and 1. Observing the values of the feature, 

based on which the branches of the decision tree are 

created for different conditions of the gearbox, the 

MFs for the corresponding features are defined. 
 

 

 

 

 

 

 

 

  
 

                  
 

               
 

Fig.6: Vibration signals of gearbox in 700, 1500 and 1800 rpm 
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Fig.7: Decision tree from J48 algorithm for 700 rpm condition 

 

 

 

 
 

 
 

Fig.8: Decision tree from J48 algorithm for 1500 rpm condition 
 

WSEAS TRANSACTIONS on APPLIED and THEORETICAL MECHANICS
Shaban Ghavami Jolandan, Hossein Mobli, Hojat 
Ahmadi, Mahmoud Omid, Seyed Saeid Mohtasebi

E-ISSN: 2224-3429 76 Issue 2, Volume 7, April 2012



 
 

Fig.9: Decision tree from J48 algorithm for 1800 rpm condition 

 

700 rpm condition: 

From Fig. 10 we can see that f2, f9 and f10 play 

decisive roles in classifying the various gearbox 

faults for this condition. This output of the decision 

tree is used to design the MFs for the fuzzy classifier 

as shown in Fig. 11. In the present study, trapezoidal 

MF is used. The selection of this MF is to some 

extent arbitrary. However, the following points were 

considered while selecting the MF. Observing the 

values of the feature, based on which the branches of 

the decision tree are created, the MFs for all three 

features are defined for f2, f9 and f10, respectively. 

From Fig. 10 it is obvious that 0.038919 is a 

threshold for a membership value of f2. Up to this 

threshold value the MF generates the value ‘0’, 

which means that it is not f2-1 and afterwards it 

increases linearly (assumption). The trapezoidal MF 

suits this phenomenon and hence it was selected to 

map each point in the input space to a membership 

value (Fig. 10). To review, the threshold values are 

given by the decision tree and the slope is defined by 

the user through heuristics. The threshold value 

(0.038919) is defined based on the representative 

training dataset. If the f2 value is less than or equal to 

0.038919, an MF which is defined on a 0–1 scale 

gives a value of 1, which means that it is f2-1. If the 

threshold value is greater than 0.038919, the MF 

generates a value of 0. MFs for other features are 

designed accordingly and shown in Fig. 10. There 

are three possible outcomes from a fuzzy classifier, 

namely: Healthy (H), Worn (W) and Broken (B). 

Hence, three MFs are defined with equal range as 

shown in Fig. 11. 

  

Table 3: Confusion matrices of decision trees for three working speeds of gearbox 

Condition 700 rpm 1500 rpm 1800 rpm 

Healthy Worn Broken Healthy Worn Broken Healthy Worn Broken 

Healthy(H) 42 0 0 42 0 0 41 0 1 

Worn(W) 1 40 1 0 42 0 0 42 0 

Broken(B) 3 11 28 0 0 42 0 0 42 
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Fig.10: Membership function for ‘F2’, ‘F9’ and ‘F10’ 
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Fig.11: Membership function for output (‘STATE’) 

 

1500 rpm condition: 
 

 
 

Fig.12: Membership function for ‘F1’ 

 

1800 rpm condition: 
 

 
 

Fig.13: Membership function for ‘f1’; ‘f6’; ‘f9’ and ‘f16’ 
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3.5 Fuzzy rules 
Using Figures 7, 8 and 9, fuzzy rules were designed 

with ‘if-then’ statements. All rules are evaluated in 

parallel, and the order of the rules is unimportant. 

 

3.5.1 Rules designed for 700 rpm condition: 

1. If (f9 is f9-3) then (output1 is H) (1)  

2. If (f9 is not f9-3) and (f10 is f10-1) then (output1 

is B) (1)  

3. If (f2 is f2-3) and (f9 is f9-1) and (f10 is not f10-1) 

then (output1 is B) (1)  

4. If (f2 is not f2-3) and (f9 is f9-1) and (f10 is not 

f10-1) then (output1 is W) (1)  

5. If (f2 is not f2-3) and (f9 is f9-2) and (f10 is f10-2) 

then (output1 is H) (1)  

6. If (f2 is f2-1) and (f9 is f9-2) and (f10 is f10-3) 

then (output1 is B) (1)  

7. If (f2 is f2-2) and (f9 is f9-2) and (f10 is f10-3) 

then (output1 is W) (1) 

Fig. 14 illustrates the application of the rules 

designed. Here each row corresponds to each rule as 

discussed in this section. The first three blocks in 

rows represent the MFs of f2, f9 and f10, 

respectively. The fourth block corresponds to the 

MFs for state as shown in Fig. 11. With the help of 

sample inputs for f2, f9 and f10, the rules are tested 

as follows, for a sample input of f2 as 0.04, f9 as 

1350000 and f10 as 27.5, which satisfies the second 

rule completely and the corresponding output 

condition is Broken (B), which is shown in the 

output block of the third row in the rule viewer 

shown in Fig. 14. 

 

3.5.2 Rules designed for 1500 rpm condition: 

1. If (F1 is F1-1) then (output1 is W) (1) 

2. If (F1 is F1-2) then (output1 is H) (1) 

3. If (F1 is F1-3) then (output1 is B) (1) 

Fig. 15 is the rule viewer for the following test data. 

If f1 = 0.005, then the output is 4.5, ie the condition 

is Broken. 

 

3.5.3 Rules designed for 1800 rpm condition: 

1. If (F1 is F1-5) then (output1 is B) (1) 

2. If (F1 is not F1-5) and (F16 is F16-1) then 

(output1 is W) (1) 

3. If (F1 is F1-3) and (F16 is not F16-1) then 

(output1 is H) (1) 

4. If (F1 is F1-2) and (F16 is not F16-1) then 

(output1 is W) (1) 

5. If (F1 is F1-1) and (F16 is not F16-1) then 

(output1 is H) (1) 

6. If (F1 is F1-4) and (F16 is F16-2) then (output1 is 

W) (1) 

7. If (F1 is F1-4) and (F9 is not F9-1) and (F16 is 

F16-3) then (output1 is H) (1) 

8. If (F1 is F1-4) and (F6 is not F6-1) and (F9 is F9-

1) and (F16 is F16-3) then (output1 is W) (1) 

9. If (F1 is F1-4) and (F6 is F6-1) and (F9 is F9-1) 

and (F16 is F16-3) then (output1 is B) (1) 

In each condition, 18 samples were used for testing 

the final model. The confusion matrix for each 

condition is given in Table 4. Results show that the 

total classification accuracy for 700, 1500 and 1800 

rpm conditions are 79.63%, 100% and 96.3%, 

respectively. 

 

4 Conclusions 

A combined classification tree (J48 algorithm) and 

fuzzy inference system (FIS) have been presented to 

perform fault diagnosis of a gearbox. The 

implementation of J48-FIS based classifier requires 

two consecutive steps. Firstly, method Correlation-

based Feature Selection (CFS) and the J48 algorithm 

are utilized to select the relevant features in the data 

set obtained from feature extraction part. The output 

of the J48 algorithm is a decision tree that is 

employed to produce the crisp if-then rule and 

membership function sets. Secondly, the structure of 

the FIS classifier is defined based on the obtained 

rules, which were fuzzified in order to avoid 

classification surface discontinuity. The classification 

results and statistical measures are then used for 

evaluating the J48-FIS model. The total classification 

accuracy for 700, 1500 and 1800 rpm conditions 

were 79.63%, 100% and 96.3% respectively. 

Therefore, fault diagnosis is more reliable in higher 

speeds of gearbox using this technique. The results 

indicate that the proposed J48-FIS model can be used 

in diagnosing gearbox faults and developing an 

online condition monitoring test. Work in this 

direction is in progress.  
 

 

 

 

WSEAS TRANSACTIONS on APPLIED and THEORETICAL MECHANICS
Shaban Ghavami Jolandan, Hossein Mobli, Hojat 
Ahmadi, Mahmoud Omid, Seyed Saeid Mohtasebi

E-ISSN: 2224-3429 80 Issue 2, Volume 7, April 2012



 
 

Fig.14: Rule viewer for one of the test data of 700 rpm condition 
 

 
 

Fig.15: Rule viewer for one of the test data of 1500 rpm condition 
 

 
 

Fig.16: Rule viewer for one of the test data of 1800 rpm condition 
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Table 4: Confusion matrices of decision trees for three working speeds of gearbox 

Condition 700 rpm 1500 rpm 1800 rpm 

Healthy Worn Broken Healthy Worn Broken Healthy Worn Broken 

Healthy(H) 16 2 0 18 0 0 17 1 0 

Worn(W) 3 14 1 0 18 0 0 17 1 

Broken(B) 1 4 13 0 0 18 0 0 18 
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