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Abstract—Nowadays, several techniques such as; Fuzzy DO levels, water temperature and nutrient levetsn¢ania,

Inference System (FIS) and Neural Network (NN) emgployed for

developing of the predictive models to estimateapeaters of water
quality. The main objective of this study is to quare between the
predictive ability of the Adaptive Neuro-Fuzzy Indece System
(ANFIS) model and Artificial Neural Network (ANN) odel to

estimate the Biochemical Oxygen Demand (BOD) ora daim 11

sampling sites of Saen Saep canal in Bangkok, dmailThe data is
obtained from the Department of Drainage and SeyegrBangkok
Metropolitan Administration, during 2004-2011. Tive parameters
of water quality namely Dissolved Oxygen (DO), CleahOxygen

Demand (COD), Ammonia Nitrogen (NHN), Nitrate Nitrogen

(NO3N), and Total Coliform bacteria (T-coliform) areegsas the
input of the models. These water quality indicedeaf the

biochemical oxygen demand. The experimental resotikate that
the ANN model provides a higher correlation coégft (R=0.73)

and a lower root mean square error (RMSE=4.53) titam

corresponding ANFIS model.

Keywords—adaptive neuro-fuzzy inference system, artificiaIA

neural network, biochemical oxygen demand, suneter.

. INTRODUCTION

ATER quality is one of the main characteristics eof

river, even when its purpose is other than humatemwa
supply [12]. Water, in the sources such as canalsriaers, is
not only utilized as human water supply, but itocalsed for
various activities such as transportation, tourisand
consumption. Water quality in the superficial watdnas
started to degenerate as a result of wastewateg et go to
the receiving ground and surface water without@omtrol.

Biochemical Oxygen Demand (BOD) is an

parameter for usage conditions of surface watdrss lan
approximate measure of the amount of biochemiocgdatiable
organic matter presented in a water sample. lefimed by the
amount of oxygen required for the aerobic microaigas
present in the sample to oxidize the organic mattex stable
organic form [1]. Excessive BOD loads damage thalityuof

canal water, causing low Dissolved Oxygen (DOfFI

concentration and unsuitable living conditions fmra and
fauna within. At the same time, BOD-DO relationship
include exchanges within the canal bed as wellitagication
and denitrification [2].Nutrients and light in tipdytoplankton
growth, the relationship between DO and phytoplamkt
concentrations, and ammonia affect the BOD degiau{3].
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Sunandha Rajabhat University, Dusit, Bangkok 10B0&iland (phone: 662-
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nitrite, nitrate) are among the most critical fastéor BOD in
the canals. This process requires 5 days, with caltaction
and evaluation occurring on the last dajhe oxygen
consumption from degradation of organic materialagsmally
measured as BOD and COD, so there is an importdatian
between them. Performing the test for BOD requires
significant time and commitment for preparation amalysis.

A test is used to measure the amount of oxygenuroed by
these organisms during a specified period of tiosudlly 5
days at 20C). This is referred to as a B@Mmeasurement [4].
Several water quality models such as Multiple Lmnea
Regression (MLR) and traditional mechanistic apphes
have been developed in order to manage the begiqes for
conserving the quality of water. Most of these niedeeed
several different input data which are not easilyessible and
make it a very expensive and time consuming proggds3he
NN is a potential approach for water quality maogl ANN

is a mathematical model that attempt to simulate th
functionality and decision-making processes of thenan
brain [6] and have become a center of interestsacroany
scientific studies, including water quality. Theimpurpose of
this study is to analyze and compare the performanic
ANFIS and ANN models in predicting of biochemicalygen
demand of Saen Saep canal in Bangkok.

Il.
Modeling of water resource variables is a veryvacfield

RELATED WORK

importanPf study and there have been still a lot of redeesdo be done

In this area. In the initial stages, modeling oftevaresource
variables was done using the traditional statikticadels. In
recent years, modern techniques have been propased
efficient modeling tools. Hence, there is alwaysattempt to
investigate the most efficient technique for a ipafar
application. Gamal EI-Din [7] applied Artificial Neal
etworks (ANNs) to model wastewater treatment psees.
his was a comparative study between conventional
deterministic models and ANNs. They observed, iditéah to
the information contained in the conventional medehat
neural networks contained a great deal of extrarinétion
with regard to the system being modeled. [16] aredyand
compared the performances of neural network (NN$h wi
Multiple Linear Regression (MLR) models in predigfi of
biochemical oxygen demand of canals in Bangkokn J&j
employed neural networks to model the short-termtekva
demand at the Indian Institute of Technology (lIKgnpur,
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India. Six network models, five regression modats awo
time series models were developed and comparedofAte
network models, generally, displayed better perforoe when
measured against other models. Maier [9] conduatetudy
reviewing 43 research papers in which neural nedsvovere
utilized for prediction and forecasting of watersoarces
variables. They observed that network models alwagek
well. Their usages in the study of water are growdoie to
their ability to handle large amounts of non-lineaon-
parametric data. Civelekoglu and Kitis [10] conautta
comparative study between MLR and ANNS in the préai
of bromate formation. There is evidence from thevey
literature necessary to compare the performancgadbus
approximation techniques. This is motivated by fthet that
merits are given to various methods and as a reguls
difficult to tell which method will be more suitablfor a
particular application [11]. This study carries element of
novelty since it is the first one to carry out paeder of water
quality prediction using computational intelligeneehniques
for Saen Saep canal in Bangkok, Thailand.

I1l. DATA AND SITE DESCRIPTIONS

Saen Saep canal consists of 11 sampling sites.nehigork
of canal is important for the daily life of the e in
Bangkok. This canal is used for consumption, trartsgion
and recreation. Therefore, the rapid growths ofusty,
condominiums, high-rise and low-rise buildings, aoither
infrastructures, have had a significant effect lwa ¢anal water
quality. Biochemical oxygen demand is an
parameter for the condition of surface waters. &smation
of biochemical oxygen demand results can be udllinewater
managemerdnd treatment systems.

In this study, water quality data are provided ke t
Department of Drainage and Sewerage,
Metropolitan Administration, during 2004-201There are
828 records of data. Each record consists of 6npetexs,
namely: Dissolved Dxygen (DO), Chemical Oxygen Dedcha
(COD), Ammonia Nitrogen (NEN), Nitrate Nitrogen (NGN),
Total Coliform bacteria (T-coliform) and Biochemig&xygen
Demand (BOD).

IV. METHODOLOGY

A. Atrtificial Neural Network

Artificial neural network models are generally campd of
three independent layers: input, hidden, and outpath layer
consists of several processing neurons. Each neararayer
operates in logical similarity. Information is tsamitted from
one layer to others in serial operations. The neuro the
input layer include the input values. Each neurothe hidden
layer processes the inputs into the neuron outgiis.pattern
of hidden layers to be applied in the modeling baneither
multiple layers or a single layer. The most widabged training
algorithm for neural networks is the back-propamati
algorithm [10].
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Fig.1 shows the architecture of a Multilayer Petoap
(MLP) network. The MLP is one of artificial neunaétworks
that are extensively used to solve a number ofeuifit
problems, including pattern recognition and intémfion [13],
[14]. Each layer is composed of neurons, which are
interconnected with each other in a previous ldyeweights.

In each neuron, a specific mathematical functioledathe

activation function accepts a weighted sum of thigpuats from

a previous layer as the function’s input, and gatesr the

function’s output. In the experiment, the hyperbdiangent

sigmoid transfer function [15] is used as the aditon

function. Itis defined by
f(s)

1 _ e—ZS

== 1
1+e M

n

where S=Y WX +b, in which W are weights, X are
i=1

inputs of neuronp is bias andn is the number of variables.

The MLP is trained by using the Levenberg—Marquardt
technique. This technique is more powerful than the
conventional gradient descent techniques [13].
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Fig. 1 The Architecture of Multilayer Perceptronuxa Network

B. Adaptive neuro-fuzzy inference system (ANFIS)

ANFIS is a method based on the input—output datthef
system under consideration. Success in obtainhegjable and
robust ANFIS network depends heavily on the choide
process variables involved as well as the availdhta set and
the domain used for training purposes [19]. Babical fuzzy
inference system is composed of five function béojdk7]:

(i) arule base containing a number of fuzzthdn rules.

(i) a database which defines the membershiption of

the fuzzy sets used in the fuzzy rules.
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(i) adecision-making unit which perform the inference
operation on the rules.

(iv) afuzzification inference which transforms the crisp
inputs into degrees of match with linguistic values.

(v) adefuzzification inference which transforms the fuzzy
results of the inference into a crisp output.

For simplicity, a fuzzy inference system with two inputs x
and y, and one output is assumed. For a first-order Sugeno
fuzzy model, a common rule set with two fuzzy if —then rules
is defines as follows:

Rules 1: If xisA;and y is By, then f; = piX +Quy+ry 2
Rules 2: If xisAyand y is By, then f, = pX +Qpy+r, (©)]

Here type-3 fuzzy inference system proposed by Takagi and
Sugeno [17] is used. In this inference system the output of
each rule is alinear combination of input variables added by a
constant term. The final output is the weighted average of each
rule’s output. The corresponding equivalent ANFIS structure
isshownin Fig. 2.

A

<— ! _ ws by
}, ]
Xy

Layer 1

Layer2 Layer 3 Layer 4

Fig. 2 A typical ANFIS architecture

Layer §

Figure 2 shows a typical ANFIS architecture [17]. Every
node in layer 1 is an adaptive node with a node function that
may be a Gaussian membership function or any membership
functions. Every node in layer 2 is a fixed node labeled II,
representing the firing strength of each rule. Every node in
layer 3 is afixed node labeled N, representing the normalized
firing strength of each rule. Every node in Layer 4 is an
adaptive node with a node function. The single node in layer 5
is a fixed node labeled X, indicating the overall output (Z) as
the summation of all incoming signals [18]. In this study,
Gaussian membership function is used for the input variable.
The hybrid learning algorithm is employed to determine the
parameters of Sugeno-type fuzzy inference systems. For a
given training dataset, the combination of the least-squares
method and the back-propagation gradient descent method is
utilized to update FI' S membership function parameters.

The performance of both ANFIS and NN modelsis assessed
by evaluating the differences between the observed and
predicted values by the correlation coefficient (R) and root
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mean square error (RMSE). The correlation coefficient is
defined as in equation (4) and the RMSE is calculated using

equation (5):
%(tp _E)(Op _6)
R = NI - N — (4)
oo, of
i=1 i=1
and
RMSE = %i(tp —op)2 (5)

where N is amount of data, '[p isthe observed value, 0p is

the predicted value, f and 6 are the averages of the observed
and predicted values respectively.

V. EXPERIMENT AND RESULTS

A. Data Preprocessing

At the initial stage of the experiment, data is scaled or
normalized to within the range 0.1-0.9 using following
equation (6):

X g = 0.8 +0.1 ©)
Xmax - Xmin

where X, is the normalized value of an original parameter,

Xis the origina data point, X, and X ., are the minimum

and maximum values in the data set, respectively. This
normalized form [12] is chosen because it tends to provide a
better outcome on the water quality application.

B. Artificial neural network model

The ratio of training to test data records employed in the
experiment is 70:30. This means that with 828 data records,
there are 580 records for the training set and 248 records for
the test set.

For learning process, the input vectors and corresponding
target vectors are used to train the neural networks by applying
Levenberg-Marquardt algorithm. The number of hidden units
directly affects the performance of the network. Therefore,
many experimental investigations are conducted. The number
of hidden nodes determined to provide the optimal result is 8.

Finally, the architecture of the network is 5-8-1. The number
of input nodes is 5, representing the parameters of water
quality that affect biochemical oxygen demand. The number of
the hidden nodes is set to 8. The number of output nodesis 1,
representing biochemical oxygen demand (BOD).

The stopping criteria for the training are: MSE below 0.002
or a number of epochs greater than 10000. Fig. 3 shows the
plot comparing the observed (actual) values of BOD with the
predicted BOD from the artificiad neura network. The
correlation coefficient, which measures the strength and
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direction of the linear relatiobetween two variables (actual

and predicted values) is R=0.7279. The RMSE ofttbéeel is
equal to 4.5348.
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Fig. 3 Scatter plot between observed and estin@d values using the
ANN model

C. Adaptive neuro-fuzzy inference system model

The training and test data sets for the adaptivemtizzy
inference system model are the same as employeithein
artificial neural network model.
performance based on the correlation coefficient e root

mean square error. ANFIS is trained with the help ¢

MATLAB version 7.8 (2009).The parameter types ahdirt
values used in ANFIS model represent in Table I.

TABLE |
THE PARAMETER TYPES AND THEIR VALUES USED IM\NFIS MODEL
ANFIS parameters type Value

Number of fuzzy rule 3
Number of linear parameters 18
Number of nonlinear parameters 30

Total number of parameter 48
Number of training data pair 580
Number of testing data pair 248
Number of node 44

In this study, the initial FIS and the number ofe th

membership functions of each input and output éem are
determined by the subtractive clustering algoritti@]. The
radius of regions is set to 0.25. By comparing d¢hserved
(actual) values of BOD with the predicted BOD fré&{NFIS
model, the experimental result shows that the tatiom

coefficient and RMSE values are 0.6768 and 4.8182pefficients

respectively.

The ANFIS model

R=0.6768

30 '
g e
E 2 //

g -
S R
i SO 72

ﬁ” 0‘: . §3$§/}"o

z :o v g

=0 :’3“‘%("*8

20 et

Observed BOD (mg/1)

Fig. 4 Scatter plot between BOD observed valuesestichated values using
ANFIS model
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Fig. 5 Comparison of actual BOD value, estimatedBf»m the ANN and
estimated BOD from the ANFIS on select sample goint

Fig. 5 demonstrates the sample points of actud) B&lues
compared with the estimated value from the neuedivork
and adaptive neuro-fuzzy inference system modédis.dgraph
illustrates that predicted values from the artificineural
network is closer to the BOD actual value than fham the
adaptive neuro-fuzzy inference system.

VI.

In this paper, we compare two models, artificialnad
network and adaptive neuro-fuzzy inference systfem,the
estimation of biochemical oxygen demand of Saemp $aeal
in Bangkok, Thailand. The experimental results shioat the
artificial neural network model provided higher @ation
(R=0.73) and lower mean
(RMSE=4.53) than the adaptive neuro-fuzzy inferesystem

DiscussioN ANDCONCLUSION

Fig. 4 shows the scatter plot between observedugBct model. Biochemical oxygen demand is an importanapater

values and predicted BOD values from the ANFIS rhotiee
correlation coefficient of the MLR equals to 0.676Bhe
RMSE of the model is 4.8182.
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for usage conditions of surface waters. Typicalys process
requires 5 days, with data collection and evaluatiocurring
on the last day. The test is used to measure thaumtmof
oxygen consumed by the organisms during a spegqifegtbd
of time (usually 5 days at 2@). This result may be applied to
automate BOD estimations.

square error
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As a result, cost and time to analyst BOD could bB9] M. Buragohain and C. Mahanta "A novel approach faNFIS
minimized. However. it is recommended that othehmques modelling based on full factorial desigmpplied Soft Computing
' o i (2008), pp. 609-625.
and/or other statistical models should also be @ggred in
the experiments.
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