
 

INTELLIGENT DISK SUBSYSTEMS 

 
Hard disks and tapes are currently the most important media for the storage of data. When 

storage networks are introduced, the existing small storage devices are replaced by a few large 

storage systems (storage consolidation). For example, individual hard disks and small disk 

stacks are replaced by large disk subsystems that can store between a few hundred gigabytes 

and several ten petabytes of data, depending upon size. Furthermore, they have the advantage 

that functions such as high availability, high performance, instant copies and remote mirroring 

are available at a reasonable price even in the field of open systems (Unix, Windows, OS/400, 

Novell Netware, MacOS). The administration of a few large storage systems is significantly 

simpler, and thus cheaper, than the administration of many small disk stacks. However, the 

administrator must plan what he is doing more precisely when working with large disk 

subsystems. This chapter describes the functions of such modern disk subsystems. 

 

2.1 ARCHITECTURE OF INTELLIGENT DISK SUBSYSTEMS 
In contrast to a file server, a disk subsystem can be visualised as a hard disk server. Servers are 

connected to the connection port of the disk subsystem using standard I/O techniques such as 

Small Computer System Interface (SCSI), Fibre Channel or Internet SCSI (iSCSI) and can thus 

use the storage capacity that the disk subsystem provides (Figure 2.1). The internal structure of 

the disk subsystem is completely hidden from the server, which sees only the hard disks that 

the disk subsystem provides to the server. The connection ports are extended to the hard disks 

of the disk subsystem by means of internal I/O channels (Figure 2.2). In most disk subsystems 

there is a controller between the connection ports and the hard disks. The controller can 

significantly increase the data availability and data access performance with the aid of a so-

called RAID procedure. Furthermore, some controllers realise the copying services instant 

copy and remote mirroring and further additional services. The controller uses a cache in an 

attempt to accelerate read and write accesses to the server. 



 
Figure 2.1 Servers are connected to a disk subsystem using standard I/O techniques. The figure shows a server 

that is connected by SCSI. Two others are connected by Fibre  Channel SAN. 
 

 
Figure 2.2 Servers are connected to the disk subsystems via the ports. Internally, the disk subsystem consists of 

hard disks, a controller, a cache and internal I/O channels. 
 

Disk subsystems are available in all sizes. Small disk subsystems have one to two connection 

ports for servers or storage networks, six to eight hard disks and, depending on the disk 

capacity, storage capacity of a few terabytes. Large disk subsystems have multiple ten 

connection ports for servers and storage networks, redundant controllers and multiple I/O 

channels. A considerably larger number of servers can access a subsystem through a 

connection over a storage network. Large disk subsystems can store up to a petabyte of data 

and, depending on the supplier, can weigh well over a tonne. The dimensions of a large disk 

subsystem are comparable to those of a wardrobe. Figure 2.2 shows a simplified schematic 



representation. The architecture of real disk subsystems is more complex and varies greatly. 

Ultimately, however, it will always include the components shown in Figure 2.2. 

  
Regardless of storage networks, most disk subsystems have the advantage that free disk space 

can be flexibly assigned to each server connected to the disk subsystem (storage pooling). 

Figure 2.3 refers back once again to the example of Figure 1.2. In Figure 1.2 it is not possible 

to assign more storage to server 2, even though free space is available on servers 1 and 3. In 

Figure 2.3 this is not a problem. All servers are either directly connected to the disk subsystem 

or indirectly connected via a storage network. In this configuration each server can be assigned 

free storage. Incidentally, free storage capacity should be understood to mean both hard disks 

that have already been installed and have not yet been used and also free slots for hard disks 

that have yet to be installed. 

 

 
Figure 2.3 All servers share the storage capacity of a disk subsystem. Each server can be assigned free storage 

more flexibly as required. 
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