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Abstract -Clustering is one of the very important technique used for classification of large dataset and widely applied to many 
applications including analysis of social networking sites, aircraft accidental, company performance etc. In recent days, 
Communication, advertising through social networking sites are most popular and interactive strategy among the users. This research 
attempts to find the large scale measurement study and analysis, effectiveness of communication strategy, analyzing the information 
about the usage, people’s interest in social network sites in promoting and advertising their brand in social networking sites. The 
significance of the proposed work is determined with the help of various surveys, and from people who use these sites. Further a 
more specific pre-processing method is applied to clean data and perform the clustering method to generate patterns that will be 
work as heuristics for designing more effective social networking sites. 
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I. INTRODUCTION  

 We begin with a brief overview of social 
networks sites. Internet is primarily a source of 
communication, information and entertainment. In 
recent years; the use of social networking sites has 
been increasing. The use of these sites, interaction 
between the people is becoming easy. It is used by 
school colleges and IT professionals etc. It is 
important to understand why people use these 
websites; some people use them for business 
purposes, find new deals, legal and criminal 
investigations etc. Few social networking sites such 
as Facebook(2004), Twitter (2006), Myspace (2003), 
Orkut (2004), Friendster (2002), hi5 (2003), 
Google+(2011)  etc, where people are connected 
with others directly. 

 Cluster analysis is a popular statistical tool for 
finding groups of respondents, objects, or cases that 
are similar to one another but different from those in 

other groups [1,2,11].  Analysis of social networking 
sites is closely dependent on clustering algorithms.  
There are many existing clustering algorithms such 
as K-Means, Fuzzy C-Means (FCM), CLERA, 
PAM, CLERANS etc [1,2,3,8,10,15] have their own 
pros and cons. K-Means is very fast but its center 
value is dependent on the initial assumptions K-
means clustering (k-means), simply speaking, is an 
algorithm to classify or to group objects based on 
attributes or features into k number of group 
[2,5,13,14,16]. The grouping is done by minimizing 
the distances between data and the corresponding 
cluster centroid. In the application of means, we 
need to decide the value of k before starting the 
program, it should be noticed that different value of 
k will cause different levels of accuracy of the 
grouping. 

 

II. LITERATURE REVIEW 

Tapas Kanungo at el. in 2002 proposed An Efficient k-
Means 

Clustering Algorithm: Analysis and Implementation 
[5]. This paper presents a simple and efficient 
implementation of Lloyd's k-means clustering 
algorithm, which is called filtering algorithm. This 
algorithm is easy to implement, requiring a kd-tree 
as the only major data structure. 

 Gengxin Chen at el. in 2003 proposed 
Evaluation and Comparison of Clustering 

Algorithms in Analyzing ES Cell Gene Expression 
Data [6]. This paper given embryonic stems cell 
gene expression data, and applied several indices to 
evaluate the performance of clustering algorithms. 
This study may provide a guideline on how to select 
suitable clustering algorithms and it may help raise 
relevant issues in the extraction of meaningful 
biological information from microarray expression 
data. 
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Xu Yang at el. in 2010 proposed K-Means 
Based Clustering on Mobile Usage for Social 
Network Analysis Purpose [4]. This work studied 
data mining for social network analysis purpose, 
which aims at finding people’s social network 
patterns by analyzing the information about their 
mobile phone usage. 

Xiaoyan Li at el. in 2011 proposed Hybrid Retention 
Strategy Formulation in Telecom Based on k-means 
Clustering Analysis [7]. This paper proposed an idea 
of formulating hybrid strategy to retain valuable 
customers using clustering technology. 

 Objectives of the study:- 

I. To analyze easily the various conditions 
responsible for the various social 
networking site used by the youth. 

II. To analyze the great help at which 
networking site is mostly used. 

III. To analyze the effective communication 
strategy through social networking sites.  

IV. To study the effectiveness of brand 
communication through social networking 
sites from its users and communicators.  

V. To find the impact of interaction through 
these communication among Indian. 

III. PROPOSED METHODOLOGY  

 In this proposed work Analysis of social 
networking sites is totally dependent on clustering 
algorithms. The existing clustering algorithm K-
mean is very fast algorithm. This algorithm is used 
to classify features into k number of group or to 
group objects based on attributes. The grouping is 
done by minimizing the similarity between data and 
the corresponding cluster centroid. 

 This section presents data collection, data 
preprocessing and clustering methodology to 
generate clusters. There are many friends and 
relatives who are on facebook, Skype, Google+, 
Orkut etc. First open the friend’s page and save the 
HTML document. This procedure repeat for user’s 
profile. Finally we have documents available for 
classification in unstructured format. 

The fig.1 shows proposed framework which consists 
three modules.  

a) Text pre-processing module 

b) Clustering algorithm module. 

c) Cluster extraction and Specific result module. 
This framework will receive input from 
unstructured HTML data. The first module will 
perform pre-processing and extract document 
set D, and second module will perform K- mean 

clustering technique to generate clusters. Finally 
the last module provides results analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 For the K-mean algorithm we have to decide 
value of K when beginning algorithm starts, it is 
noticed that different value of k will cause different 
levels of accuracy of the grouping[2,3,5,13,17]. The 
basic steps of K-mean clustering algorithm are: 

Input: Number of cluster K. 

Preprocessed Dataset. 

1. Start 

2. { 

3. Take k samples from total number of N 
randomly as the centroid of each cluster. 

4. Now Calculate the D of the remaining N-k 
sample to each centroid, and assign them to the 
cluster with the nearest centroid.  

5. } 

6. After each assignment, again calculate the 
centroid of the attainment cluster. 

7. Now go to step 2 until find no new assignment. 

8. Stop 

IV. EXPERIMENTAL RESULTS  

The proposed approach algorithm is applied in a 
social networking site dataset to generate clusters. 
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Figure 1: Framework for HTML Document Clustering 
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To explore the behavior of database we have choose 
the fields (Age Group, Time-spend, sex, occupation, 
Type of social site etc.). Aiming at the social site 
uses habits of Indian people; we have collected the 
data from the survey (like Family, Friends circle, 
college students etc.). All the experiments for 
finding the clustering results are performed on 
Pentium 2.6 GHz Processor, 2 GB RAM, Microsoft 
Windows 7. 

The input means plots found in the Cluster node 
Results display the input means for the variables that 
were used in the clustering analysis over all of the 
clusters. The input means are normalized using a 
scale transformation function: 

 Y=(X-min(X))/ (max(x))-(min(x)) 

For example, assume 5 input variables Yi= 
Y1,...,Y5 and 3 clusters C1, C2, and C3. Let the input 
mean for variable Yi in cluster Cj be represented by 
Mij. Then the normalized mean, or input mean, SMij 
becomes 

SMij=(Mij-min(Mi1,Mi2,Mi3)/((max(Mi1,Mi2,Mi3))- 
(min(Mi1,Mi2,Mi3))) 

 The initial seeds must be complete cases, that is, 
training cases that have no missing values, and are 
required to be separated by a Euclidean distance that 
is of at least the value specified for the Minimum 
distance between cluster seeds (radius). By default, 
the initial seeds are chosen to be as far apart as 
possible; that is, seed replacement is set to full. 

Using the data of social networking, the 
reproducibilities were as follows, for Initial seeds: 

Maxclusters=40  Maxiter=1 and it is shown by 
Table.1 

Cluster  1  2  3  4  5  6  7  8 

1  1.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000 

2  0.0000  0.0000  1.0000  0.0000  0.0000  0.0000  0.0000  0.0000 

3  0.0000  0.0000  0.0000  0.0000  0.0000  1.0000  0.0000  0.0000 

4  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  1.0000  0.0000 

5  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000  1.0000 

6  0.0000  0.0000  0.0000  1.0000  0.0000  0.0000  0.0000  0.0000 

7  0.0000  0.0000  0.0000  0.0000  1.0000  0.0000  0.0000  0.0000 

8  0.0000  1.0000  0.0000  0.0000  0.0000  0.0000  0.0000  0.0000 

                  Table 1: Initial seeds 

After first iteration we find the cluster Summary 
that has 8 clusters and find their frequency and 
distance between cluster centroids, which is shown 
by Table.2. 

The Statistics tab of the Clustering Results 
Browser displays a table of clustering statistics 
Table.3 produced by the node's underlying vector 
quantization procedure. The entire training data set 
is used to calculate the following statistics for each 
cluster. 

The root-mean-square standard deviation (RMS 
STD) measures the homogeneity of the cluster 
formed at any given step. It essentially measures the 
compactness or homogeneity of a cluster. Clusters in 
which consumers are very close to the centroid are 
compact clusters. The smaller the RMS STD, the 
more homogeneous or compact is the cluster formed 
at a given step. A large value of RMS STD suggests 
that the cluster obtained at a given step is not 
homogeneous, and is probably formed by merging of 
two very heterogeneous clusters. the first cluster 
would have a low RMSSTD whereas the second 
cluster would have a high RMSSTD. Notice that the 
cluster with a low RMSTD is relatively more 
homogeneous than the cluster with a high RMSTD. 
In general a cluster solution with a low RMSTD is 
preferred as it implies that the resulting clusters are 
homogeneous. 

Cluster Frequency Root 
Mean 

Square  
Std 

Deviation 

Maximum 
Distance 
from seed 

to 
Observation 

Radius 
Exceeded 

Nearest 
cluster 

Distance 
between 
cluster 

centroids 
(mean) 

1 33 0 0 - 8 1.4142 

2 11 0 0 - 8 1.4142 

3 15 0 0 - 8 1.4142 

4 9 0 0 - 8 1.4142 

5 10 0 0 - 8 1.4142 

6 8 0 0 - 8 1.4142 

7 6 0 0 - 8 1.4142 

8 7 0 0 - 7 1.4142 

Table 2: Cluster Summary after First Iteration 

Variable Total 
Standard 
Deviation 

Within 
STD 

R-Square RSQ/(1-
RSQ) 

1 0.47380 0 1.000000 . 

2 0.25764 0 1.000000 . 

3 0.31587 0 1.000000 . 

4 0.27393 0 1.000000 . 

5 0.23982 0 1.000000 . 

6 0.36037 0 1.000000 . 

7 0.28894 0 1.000000 . 

8 0.30288 0 1.000000 . 

OVER 
ALL 

0.32177 0 1.000000 . 

Table 3: Statistics for Variables 

*R-Square for predicting the variable from the 
cluster 

*RSQ/(1-RSQ), which is the ratio of between-cluster 
variance to within cluster variance 

Approximate Expected Over-All R-Squared =   
0.52901 

WARNING: The two values above are invalid for 
correlated variables. 
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In these results we find the cluster Mean. After final 
seed iteration Table.4 we find the final cluster 
Summary that has 6 clusters and find their frequency 
and distance between cluster centroids. 
Clus
ter 

Freque
ncy 

RMS  Std 
Deviation 

Maximum Distance 
from seed to 
Observation 

Radi
us 

Exce
eded 

Nearest cluster Distance 
between 
cluster 

centroids 

1 46 0.2385 1.1375 - 2 1.2469 

2 11 0 0 - 1 1.2469 

3 15 0 0 - 1 1.2469 

4 9 0 0 - 1 1.2469 

5 10 0 0 - 1 1.2469

6 8 0 0 - 1 1.2469 

Table 4: Cluster Summary after final Seed 

A. Distance between clusters:- 

It is shown in fig.2. The graph axes are 
determined from multidimensional scaling analysis, 
using a matrix of distances between cluster means as 
input. Therefore, it may appear that clusters overlap, 
but in fact, each case is assigned to only one cluster. 
The distance among the clusters is based on the 
criteria that are specified to construct the clusters. 
For illustrating clean the distance between clusters 
also shown by Table 5. 

 
Figure 2: Distance between Clusters 

 

Cluster Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 Cluster6 

1 0 1.2469 1.2469 1.2469 1.2469 1.2469 

2 1.2469 0 1.2469 1.4142 1.4142 1.4142 

3 1.2469 1.4142 0 1.4142 1.4142 1.4142 

4 1.2469 1.4142 1.4142 0 1.4142 1.4142 

5 1.2469 1.4142 1.4142 1.4142 0 1.4142 

6 1.2469 1.4142 1.4142 1.4142 1.4142 0 

Table5: Distance between Clusters 

B. Cluster Tree:- 

Cluster tree in fig.3 displays a decision tree 
(path) for selected cluster. The decision tree is based 
on the sample of the training data set that was 
configured in the Clustering node configuration 
interface, specifically in the Preliminary Training 
and Profiles subtab of the Data tab. The cluster 

variable is used as the target variable, and the tree 
enables us to identify influential inputs. The fig.3 
shows the all node portion of the tree for all clusters. 

 
Figure 3: Clusters Tree 

V. CONCLUSIONS  

 This paper analyzed social networking sites data 
using K-mean classification algorithm. The 
experimental results of text document classification 
on social networking sites dataset shows that  46% 
user preferred Facebook, 15% user preferred Orkut, 
11%  user preferred Google+, 10% user preferred 
Twitter, 9% user preferred Skype, 8% user preferred 
Hi5. This analysis concludes that the most common 
used website is the facebook. 

1. By this analysis we can easily understand 
the various conditions responsible for the 
various social networking sites used by the 
youth. 

2. The analysis is a great help at which 
networking site is mostly used. 

3. This analysis also shows that this method 
works efficiently, for large text data. 
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