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Streaming Technology 
in 3G Mobile
Communication
Systems

M
any portal sites offer streaming audio
and video services for accessing news
and entertainment content on the
Internet from a PC.1,2 Currently, three
incompatible proprietary solutions—

offered by RealNetworks, Microsoft, and Apple—
dominate the Internet streaming software market. In
the near future, third-generation mobile communica-
tion systems will extend the scope of today’s Internet
streaming solutions by introducing standardized
streaming services, targeting the mobile user’s specific
needs.3

By offering data-transmission rates up to 384 Kbps
for wide-area coverage and 2 Mbps for local-area 
coverage,4 3G systems will be able to provide high-
quality streamed Internet content to the rapidly grow-
ing mobile market. In addition to higher data rates,
these systems also will offer value-added applications
supported by an underlying network that combines
streaming services with a range of unique mobile-
specific services such as geographical positioning, user
profiling, and mobile payment.5

Mobile cinema ticketing is one example of such a
service. First, the mobile network or a terminal inte-
grated positioning system such as GPS would deter-
mine the user’s geographical location. Then, the service
would access a cinema database to generate a list of
nearby movie theatres and a user profile database to
determine what kind of movies the user likes best.
Based on the geographical location information and
user-defined preferences, the service would offer the
user a selection of available movies and show times.
The user would then have the option of using the

mobile device to view corresponding movie trailers
through a streaming service. Upon choosing a film, the
user could purchase a ticket through payment soft-
ware on the mobile device.

This and other mobile application scenarios present
numerous challenges, such as how to provide spectrum-
efficient streaming services over varied radio-access net-
works to different types of end-user terminals. Our
standard-based Interactive Media platform addresses
these challenges by using an architecture that fits seam-
lessly into 3G mobile communication systems. An inte-
gral part of this architecture is a streaming proxy, which
acts on both the service and transport levels. We
recently conducted several field trials, which demon-
strated that this platform is flexible enough to deal with
different operator requirements and that it can provide
high-quality streaming services in a mobile application
environment.

3G MOBILE COMMUNICATION SYSTEMS
International Mobile Telecommunications-2000

(IMT-2000) and the Universal Mobile Telecommuni-
cations System (UMTS)4 will be among the first 3G
mobile communication systems to offer wireless wide-
band multimedia services using the Internet protocol.
Two important technological changes will facilitate
this advancement. As Figure 1 shows, the first change
is a shift from second-generation radio-access tech-
nologies such as the global system for mobile (GSM)
communication, cdmaOne (an IS-95 code division
multiple access standard), and personal digital cellu-
lar (PDC) toward more sophisticated systems with
higher data-transfer rates such as the enhanced data

Third-generation mobile communication systems will combine
standardized streaming with a range of unique services to provide 
high-quality Internet content that meets the specific needs of the rapidly
growing mobile market.
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GSM environment (EDGE), wideband CDMA
(WCDMA), and cdma2000. 

As Figure 2 illustrates, the second important tech-
nology shift is from a vertically integrated to a hori-
zontally layered service environment. A horizontally
layered 3G service network seamlessly integrates
Internet protocol transport into a mobile service envi-
ronment with a variety of access networks, opening
up many new opportunities for IP-based mobile appli-
cations.5 For example, mobile terminals will be able to
access existing Internet content through protocols and
markup languages such as WAP and WML that are
optimized for wireless application scenarios. The 3G
networks will also provide access to support services
such as authentication, security, and billing mecha-
nisms as well as mobile-specific services such as mobil-
ity management and location-based computing.

MOBILE STREAMING CHALLENGES
The widespread implementation of mobile stream-

ing services faces two major challenges: access network
and terminal heterogeneity, and content protection. 

Heterogeneity
In the future, we will have access to a variety of

mobile terminals with a wide range of display sizes
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Figure 1. Evolution of radio-access technologies. The exponential growth in data-trans-
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Figure 2. The shift from a vertically integrated to a horizontally layered mobile service environment. The future 3G network will seamlessly integrate
Internet protocol transport with a variety of access networks.  
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and capabilities. In addition, different radio-access
networks will make multiple maximum-access link
speeds available. Because of the physical characteris-
tics of cellular radio networks, the quality and, thus,
the data rate of an ongoing connection will also vary,
contributing to the heterogeneity problem. 

One way to address heterogeneity is to use appro-
priately designed capability exchange mechanisms that
enable the terminal and media server to negotiate
mobile terminal and mobile network capabilities and
user preferences. This approach lets the server send
multimedia data adapted to the user’s mobile terminal
and the network. For example, a user accessing a spe-
cific service via a WCDMA network could get the con-
tent delivered at a higher bit rate than someone using
a general packet radio service or GSM network.
Similarly, when a person using a mobile multimedia
terminal with a built-in low-quality speaker plugs in
a high-fidelity headphone, a dynamic capability
exchange takes place, upgrading the transmission to
a high-quality audio stream for the remainder of the
session. 

A related problem is how to efficiently deliver
streamed multimedia content over various radio-access
networks with different transmission conditions. This
is achievable only if the media transport protocols
incorporate the specific characteristics of wireless links,
such as delays due to retransmissions of corrupted data
packets. Here, proxies are a suitable approach for
caching data packets and optimizing the data trans-
port over the wireless links to a mobile terminal.6,7

Content protection
At the application level, controlling what users can

do with content is an important challenge. The simplest
form of content protection is simply disallowing the
storage of received content. Content protection is part
of the much broader digital rights management (DRM)
concept, which uses techniques such as encryption8 and
conditional access based on usage rules to protect and
manage access to multimedia data. Content providers
are reluctant to deliver premium content over digital
networks without DRM mechanisms in place to pre-

vent widespread illegal copying of valuable multime-
dia content such as music and movies. 

STREAMING STANDARDIZATION 
Several organization and industry groups including

the Internet Streaming Media Alliance (ISMA;
http://www.isma.tv) and the Wireless Multimedia
Forum (WMF; http://www.wmmforum.com) have rec-
ognized the need for standardization of streaming ser-
vices. 

Mobile streaming services in particular require a
common standardized format because it is unlikely
that mobile terminals will be able to support all pro-
prietary Internet streaming formats in the near future.
Using standardized components such as multimedia
protocol stacks and codecs—video and audio com-
pression/decompression software—in end-user equip-
ment will help reduce terminal costs. Furthermore,
preparing and providing content in one standardized
format is less time consuming and expensive than set-
ting up content for several proprietary streaming solu-
tions individually.

The Third-Generation Partnership Project (3GPP;
http://www.3gpp.org) is currently addressing mobile
streaming standardization. 3GPP regards streaming
services as an important building block of future 3G
multimedia applications. In addition to mobile stream-
ing standardization, 3GPP also addresses other appli-
cations such as videoconferencing and services for
composing and receiving multimedia messages.9,10

Multimedia messaging services can include text,
images, audio, short video clips, or video-stream
URLs. 

The 3GPP mobile streaming standard is currently
the most mature standardization activity in this field,
and all major mobile telecommunication equipment
providers support it. 3GPP is the most suitable orga-
nization for mobile streaming standardization because
it covers all aspects of a mobile communication sys-
tem, including network infrastructure, 3G terminals,
and 3G services. 3GPP2 (http://www.3gpp2.org),
3GPP’s sister organization, will likely standardize very
similar if not fully compatible solutions.  
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In March 2001, 3GPP finalized the first version of the
mobile packet-switched streaming service, commonly
referred to as the 3G-PSS standard.11,12 This service inte-
grates simultaneously playing video, audio, images, and
formatted text into mobile multimedia applications. The
protocols and terminals for streaming applications are
less complex than for conversational services, which
require media input devices and encoders. 

The 3GPP standard specifies both protocols and
codecs. The protocols and their applications, illus-
trated in Figure 3, are

• real-time streaming protocol (RTSP) and session
description protocol (SDP) for session setup and
control, 

• Synchronized Multimedia Integration Language
(SMIL) for session layout description, 

• hypertext transfer protocol (HTTP) and trans-
mission control protocol (TCP) for transporting
static media such as session layouts, images, and
text, and 

• real-time transfer protocol (RTP) for transporting
real-time media such as video, speech, and audio. 

The 3GPP codecs and media types are

• ITU-T H.263 video, 
• MPEG-4 simple visual profile video (optional), 
• AMR (adaptive multirate) speech, 
• MPEG-4 AAC low complexity (AAC-LC) audio

(recommended but optional), 
• JPEG and GIF images, and 
• XHTML-encoded, formatted text. 

To enable interoperability between content servers,
especially when interworking with MMS, the standard
specifies using MPEG-4 as an optional file format for
storing media on the server. The standardization
process selected individual codecs on the basis of both
compression efficiency and complexity. When com-
bined using the SMIL presentation description lan-
guage, the codecs enable rich multimedia presentations
and applications, including video, audio, slideshows,
and multilanguage subtitling. 

Figure 4 shows the logical components and data
flow in a block diagram of a 3GPP mobile-streaming
terminal, including the individual codecs and presen-
tation control. The 3GPP network transmits the data
and passes it to the application from L2, the lower
3GPP link layer. The application demultiplexes the
data and distributes it to the corresponding video and
audio decoders.

The 3GPP streaming standard offers the possibility
of creating presentations in which several media ele-
ments such as video, audio, images, and formatted
text play at the same time. SMIL, an XML-based pre-

sentation language developed by the World Wide Web
Consortium (http://www.w3c.org), is the “glue” that
combines these different elements to create an inter-
active multimedia presentation. SMIL is HTML with
additional notions of time and temporal behavior.
Thus, it can describe a media screen and control the
placement of media elements in space and time. The
3GPP streaming client interprets the SMIL scene
description and uses it to control the spatial layout
and synchronization in the multimedia presentation.

The 3GPP standard specifically uses the SMIL 2.0
Basic Language Profile as well as the EventTiming,
MetaInformation, and MediaClipping modules. The
additional modules add functionality such as changes
in the presentation schedule based on user interaction
(EventTiming), sending metainformation about the
multimedia data (MetaInformation), and rendering
only parts of a transmitted media stream (Media-
Clipping). In addition, a 3GPP streaming client should
support the PrefetchControl module, which lets the
content creator include hints about when to start a
media stream. 

INTERACTIVE MEDIA PLATFORM 
The Interactive Media system, illustrated in Figure

5, is a software platform for mobile-streaming appli-
cations. Designed as an end-to-end solution, the sys-
tem consists of

• dedicated content creation machines, 
• a player application that runs on widely used
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operating systems such as Windows CE and
EPOC,

• content servers that hold the newly created mul-
timedia content, and

• a proxy, which builds the interface between the
player application and other parts of the platform.

The chosen protocols are fully compliant with exist-
ing standards. HTTP provides access to static content
through a TCP connection, while RTP packets trans-
port streaming content via UDP connections. RTSP
manages streaming sessions. As the 3GPP standard
requires, the system uses SDP via an RTSP connection
to access stream descriptions.

Introducing a proxy is necessary to fulfill the
requirements of a mobile Internet application using
off-the-shelf components designed for the fixed
Internet. It also shields the core network from the
back-end components and vice versa. Additionally,
the back-end components can be located outside the
operator domain, using the proxy with a firewall
extension. This leads to a truly distributed architec-
ture that puts the components into locations where
they operate most effectively.

Content creation machines
The content creation machines depicted in Figure 5

host the applications needed for creating both live and
offline content. They are used to prepare streaming con-
tent, for example, to edit videos and images and encode
them in the appropriate formats for mobile streaming.

Additionally, these machines create the SMIL files,
which are a kind of storybook for the interactive pre-
sentation. They upload the content to the streaming
servers—for dynamic content—and to the Web servers,
which hold the static content and the SMIL files.

Player application
The player application renders multimedia content

and lets users navigate through the SMIL presentations.
Each multimedia element can be hyperlinked to other
presentations. The player’s SMIL implementation is
fully 3GPP-compliant as are the supported codecs,
which decode multimedia data and render it on the out-
put devices. Plug-in capabilities simplify extending the
player with additional codecs. 

Applying skins changes the player application’s
appearance. A skin is a structure that adapts the look
of an application’s user interface. An application can
have several skins. For example, a branding applica-
tion implements the skin as images mapped on the side
of the player’s display and control elements. Selecting
a different set of images for the skin brands the appli-
cation for various customers.

After launching the player application separately, the
user can select a SMIL presentation or a single stream
to navigate through a hierarchy of SMIL presentations.
An alternative is to click a hyperlink in a standard Web
browser that anchors a SMIL presentation. In either
case, the player fetches the SMIL file from a Web server
via the proxy. The player’s SMIL engine interprets the
contents of the SMIL file and fetches the streams (using
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the RTSP protocol) and the static content (using HTTP)
according to the storyboard the SMIL file describes.
The engine launches the content-specific codecs to ren-
der the information. Each of the elements in the SMIL
file can have an underlying hyperlink. When the user
clicks on a region of the screen that is associated with
a hyperlink, the SMIL engine fetches the anchored file
and interprets its content. 

Content servers
Two kinds of back-end servers store the content the

player renders: Off-the-shelf Web servers hold the
SMIL pages, images, and other static content, and ded-
icated streaming servers store streaming content and
related information. 

On reception of an HTTP GET request for an SMIL
file from the proxy or the player, the Web server
processes the request and fetches the appropriate con-
tent. Subsequent HTTP GET requests fetch the asso-
ciated static content, or the user can click on a hyper-
link in a SMIL file to fetch the new presentation. 

The player application uses the RTSP protocol to con-
trol the operation of the streaming server. After fetch-
ing the description of a streaming session, which it
transports using the session description protocol, the
player application sets up the streams of this session, for
example, the video and audio track. When it receives
an RTSP PLAY request, the server starts sending out
RTP packets that transport the streaming content. 

Each stream can be in a different state—for exam-
ple, being set up, playing, paused. Therefore, the
streaming servers must keep track of all active ses-
sions. The server uses the real-time control protocol to
provide the player, proxy, and streaming server with
additional information about the session such as
packet loss. Each stream that the server sends out has
an RTCP connection.

Proxy
The proxy is the system’s interface to both the radio

network and the back-end components. This central
component’s major task is to adapt the streaming mul-
timedia on the fly to the mobile network link’s con-
tinuously changing conditions. When a client requests
an interactive multimedia presentation, the streaming
proxy initially loads the SMIL file. The proxy’s basic
HTTP functionality optimizes the client connection
according to the mobile IP network’s characteristics.
The client fetches the SMIL file and interprets it on
the client, then the client requests both static and
streaming content from the back-end servers. 

Acquiring static content such as images and text files
is very straightforward, but the proxy’s value becomes
more apparent when it transmits streaming data to the
client. During transmission of streaming data, the
proxy dynamically adapts the delivered quality of ser-

vice in accordance with available bandwidth. To
achieve this dynamic adaptation, the proxy uses
feedback information from the player applica-
tion, radio network, and IP network. 

The user, content-provider, and operator use
the proxy to configure preferences. A content
provider can specify a minimum bandwidth to
ensure acceptable video-stream quality. If this
bandwidth is not available, a slide show is pre-
sented instead. If the current bandwidth is insuf-
ficient for delivering a video, the proxy switches
on the fly to a lower bandwidth as long as the
QoS does not drop below a predefined value.
The operator also has the option of limiting
bandwidth consumption to a certain user
group, such as flat-rate subscribers. 

The system creates a reliable connection between
the proxy and the client by retransmitting lost UDP
packets—for example, if the user passes through a
tunnel and temporarily loses connection to the radio
network. To provide streaming without losing infor-
mation, the proxy automatically pauses the presenta-
tion when the connection is lost and then unpauses it
after the terminal regains the network link. 

The proxy is also the interface to the operator’s net-
work components, including operation and mainte-
nance, charging and billing, and subscription
management. Mobile network operators can easily
integrate the Interactive Media platform into existing
structures and combine it with off-the-shelf products.
The proxy itself is fully scalable at the machine level,
using Telco standard load-balancing solutions when
multiple machines use the same IP address.

Applications
To demonstrate the Interactive Media platform’s

capabilities in a network application, we developed
demonstrators for GPRS and simulated UMTS net-
works. The first demonstrator was an entertainment
application using a GPRS network that allows mobile
users to view movies on demand. We used Bluetooth
to connect a Pocket PC to an Ericsson R520 cellular
phone connected to the Internet via GPRS. Although
bandwidth was limited to 14.4 Kbps, video and audio
quality were both good. 

Another application used a UMTS simulating envi-
ronment in which handheld devices were connected
using a WLAN linked to streaming proxy via an ISDN
uplink, which streamed video at 44 Kbps and syn-
chronized audio at 5.3 Kbps. In a cinema ticketing
application, the handheld device can display brief
descriptions of the movie’s plot and major characters,
and the user can view selected scenes from the film.
Other applications that provide enhanced informa-
tion include an up-to-date weather channel, a sports
channel, and an advertisement channel. 
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Standardization of mobile services is essential to
overcome the challenges of streaming multime-
dia content in 3G mobile communication sys-

tems. The 3GPP streaming standard specifies proto-
cols and codecs that address streaming multimedia
challenges such as the transmission characteristics of
wireless links and the heterogeneity of radio-access
networks and mobile terminals.

The Interactive Media streaming platform, based on
the 3GPP standard, provides interfaces that applica-
tion developers can use for charging and billing func-
tions as well as network operation and maintenance.
Ongoing developments concentrate on optimizing
mobile content applications by supporting additional
codecs and offering a broader range of interfaces for
proxy management and operation. Eventually, the plat-
form will include extensions for capability exchange
to allow negotiation of terminal capabilities during ses-
sion setup and digital rights management. ✸
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