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Abstract—In this study, a network quality of service (QoS)
evaluation system was proposed. The system usednhiration of
fuzzy C-means (FCM) and regression model to analyseassess the
QoS in a simulated network. Network QoS parameitraultimedia
applications were intelligently analysed by FCM staring
algorithm. The QoS parameters for each FCM cluséstre were
then inputted to a regression model in order tontifyathe overall
Qo0S. The proposed QoS evaluation system providddabke
information about the network's QoS patterns andetaon this
information, the overall network’s QoS was effeetivquantified.

The proposed system utilised a FCM method to asalys
users’ network behaviors and traffic-load pattdvased on the
measured traffic data of an IP network. Analys&uhes can be
used to assist administrators to determine effiabemtrolling
and configuring parameters of the network managérfign
FCM was also used to cluster network traffic anddpce
application profiles which contained significanffarmation
about the current status of the network in ordemtanage
network resources [2]. In wireless sensor netwoaks FCM
algorithm was used in order to create clusters whexluced

Keywords—Fuzzy C-means; regression model, network qualityhe spatial distance between sensors nodes [3].FGM

of service

I. INTRODUCTION
HE growth in transmission of critical real-time

clustering algorithm was also developed to detectting
attacks caused by abnormal flows in a wireless @ens
network. The study demonstrated that FCM can balzable
tool for intrusion detection [4].

applications such as videoconferencing and VoIProve However, none of the previous studies have addietse

computer networks means that their qualities ofiser(QoS)
needs evaluating in an effective manner. The etialuaf
QoS is currently carried out either by analysisn@asurement
techniques. The analysis techniques are used tmie&athe
characteristics of the traffic [1-4], whereas theasurement
techniques are applied to determine how well thevork
treats the ongoing traffic [5-12].

The contribution of this paper is the developmehtao

use of FCM to cluster QoS parameters (delay, jiteerd
packet loss ratio). A novel aspect of our studythiat QoS
parameters of multimedia applications were inteltity
clustered. In situations such as network QoS, FQiriahm
can be an efficient technique to cluster QoS padtbecause
the natural characteristics of network QoS paramaegpartly
cover more than a single cluster.

The generated clusters by FCM in turn allowed theSQ

mechanism  that combines analysis and measurem@rameters for each cluster centre to be combingettier. A
techniques to evaluate QoS. The gnalysis techrvim;;ebased regression model was developed to combine the QoS
on Fuzzy C-Means (FCM) clustering in order to diggothe  parameters (i.e. delay, jitter, and packet losmydor each
characteristic information from network QoS parenetand cjyster centre to estimate the overall QoS. Thibeisause a
based on this information; a regression model vegldped single QoS parameter could not reflect an appbei
to quantify the QoS in order to determine networlgansmission requirements [12]. For instant, dejiter, and

performance.

Pervious published studies have analysed netwaffictr
based on several mechanisms. FCM is one of theetple
techniques used to analyse the statistical chaistate of
network traffic. Several studies have addressed uge of
FCM clustering in network traffic domain. For inste, a
network administrator assistance system was prapbased
on FCM.
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packet loss ratio could all have significant effect VolP
quality.

Regression model is a widely employed statisticathod
due to its effectiveness for creating functiondhtienships
among variables [13-14]. A number of studies wenedeicted
based on regression models in network domain.ristamnce, a
regression model was used to predict the collisiatio,
collision rate variation, and queue status ratigparticipant
wireless nodes in a mobile ad-hoc network and to
subsequently adjust the Contention Window (CW),
Distributed Inter-Frame Space (DIFS) and transmissate in
order to improve the network performance [15].

Regression models were developed from simulataia tb
predict network behaviour in terms of throughpugam delay,
missed deadline ratio, and collision ratio. Theraileresults
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showed that the predictions were within the expkcte

confidence interval [16]. An adaptive regressiogoathm
was proposed to monitor two arbitrary sensor noded
dynamically learn the linear relation among
measurements. Subsequently, the algorithm eliminabe
redundant node, and estimated the deficient dataout the
need for base station assistance. The simulatguitseshowed
that the proposed scheme could save significantuatnof
energy in a dynamic environment [17].

This paper is organized as follows: section Il ek
Fuzzy C-means clustering algorithm, regression moated
QoS parameters included in the measurements. Selitio

explains the clustering of QoS parameters using FCM

algorithm and how regression model was deviseduntify
the overall QoS. Section IV describes network satioh and
traffic models. The results are discussed in sectioFinally,
conclusion is provided in section VI.

Il. THEORETICAL BACKGROUND

A. Fuzzy C-means Clustering Algorithm

Fuzzy C-means (FCM) clustering algorithm can bendef
as a mechanism to discover certain features i af skata and
classify each element of data into a number oftehaswith
different degree of memberships [18-19]. The openabf
FCM is as follows:

Xis matrix of sizen XN.

X11 X712 X1N

X221 X22 X2N
X= : : :

Xn1  Xn2 XnN

Eachx; € RP,j =1,2,...,n is a given set of feature data

representing by a number of featupps=CM operates on the

their

1
Hij = 2 2
c ||x]~—vi||>’”‘1
(]
where 1 <i <(C,1 <j <n.The clusters' centres

V = {v,,v,, ..., v} are calculated according to Equation (3).
n m

Yj=a(uij) x;

i T Tan 7N
7y (wif)

The distancd)izj is the Euclidian distance betwegfto the

centrev; of clusteri which defined by equation (4).
2
Df; = [|x; = vi )
Equations (2)-(4) are repeated until the maximumiper
of iteration is reached or the objective functiomprovement

between two consecutive iterations is less thannth@mum
amount of improvement.

(3)

» Vi

B. Regression Moddls

Regression models aim to analyse the relationstiwden
several variables. One variable is considered tddpendent
or response variable and the others are considirebe
independent or descriptive variables [13]. Equaf®ndefines
the regression model between dependent variaplea(d
independent variables, x,, ...., x,,) as follows:

y=by+bix;+byx,+-+bx,+ e )

In vector notation, the regression model can bé&errias in
equation (6).

V1 1 x4 Xk1] [bo €1
ygz _ 1 :xlz . Xifz b:l n e:2 )
Yn 1 xp Xind Lby, €n

Or Y=Xb + e

matrix X and minimises the FCM objective function given in Whereb = {by, b,, b,, ...b,} are the regression coefficients

Equation (1) in order to partition matrkinto C clusters.

J XU, V) = Zc:zn:(uij)m Df;

i=1j=1

€y

determined from recorded data ands a column vector ofi
error terms. The regression coefficients are catedl using
equation (7).

b= (XTX)"1XTY %)

The valuem controls the degree of fuzziness for the The vector of residual (i.e. error terms) is giiBnequation

membership of the cluster wharee [1, «]. As the value ofn
decreased, the membership of the cluster beconosgrcto
the binary clustering.

U is the membership matrix expressed as:

Hi1  Ha2 Hin
U= H?l H:22 UZ:N
Hn1  Hn2 Unn

Each value of matriXJ indicates the degree of membership The prediction accuracy of regression model

between vectox; and cluste; and must meet the following
criteria:
. w; €[01,v;=1,..,C,¥;=1,..,n
. Y =1,Y=1.,n

During the clustering process, the elements Wfare
updated using Equation (2).
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(8).
e=Y—-Xb (8)

In order for the regression model to be valid andurate
predictor, there are some assumptions that needoeto
followed. These are [14]:
e XandyY are linearly related.
» Xis non-stochastic and measure without error.
» Errors are independent and normally distributed.

measured using correlation coefficient. The valué o
correlation coefficient ) is between 0 and 1. The values
closest to 1 indicate a perfect correlatishereas a correlation
less than 0.5 would be described as weak correlatidbhe
correlation between the actual valdgg) and predicted
values(yp) can be calculated using equation (9).

YXai — Y pi — Yp)

\/Z(yAi =Y Xpi — Yp)?

€

ya, yp —

can be
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wherey,is the actual valuey, is the mean of the actual
values,ypis the predicted value, an@, is the mean of the
predicted values.

C.An Overview of QoS Parameters

In this study, VolP traffic was considered becalitse
sensitivity to QoS parameters such as delay, jited packet
loss ratio. Table | illustrates the QoS requireraent VolP
where delay, jitter, and packet loss ratio requeets are
listed [20].

TABLE |
VOIP QOS REQUIREMENTS
Range Delay(ms) Jitter(ms) Loss ratio (%)
Low (good quality) 0-150 0-1 0-2
Medium(average 150-400 13 2.4
quality)
High (poor quality) >400 >3 >4

A brief description of QoS parameters as follows [21] :
» Delay. this is defined as the elapsed time for a patket
travel from its source to its destination. Delaycaculated
using equation (10).

D=R-§

where,D; is the delay for thé" packet andR andS are the
arrival and sending times of tif packet respectively.
 Jitter: it is the absolute value of the variations inaysl
between two consecutive packets for a given trafifiov.

Equation (11) is used to calculate the jitter.
Ji = |D| - Di-l | whilei>0 (11)

where, J; is the jitter of thei™ packet,D; andD;; are the
delay of two consecutive packets.

» Packet loss ratio this is defined as the percentage of

transmitted packets failing to reach their desiomst. Packet
loss ratio is calculated using Equation (12).
YRi(®)

- Zsz(t)> X 100

where, PLR;(t) is the percentage loss ratio during thi&
interval. }; R;(t) and}, S;(t) are the total number of received
and transmitted packets during th&" time interval
respectively.

PLR;(t) = <1 (12)

I1l.  DESCRIPTION OFPROPOSEDMETHODS

A schematic diagram of the proposed network Qo
evaluation system is shown in Fig. 1. The systerasus
combination of FCM algorithm and regression model t
evaluate network QoS.

The QoS parameters (i.e. delay, jitter, and paldest ratio)
were obtained from the generated trace file of dimulated
network. The extracted QoS parameters were thed ase
inputs to the FCM algorithm to be clustered. Thaties of
generated clusters by FCM were then used to quattii
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(10)

overall QoS. The QoS parameters (i.e. delay, jitted packet
loss ratio) for each cluster centre were combinsithgithe
developed regression model. The devised regressiodel

processed the inputs of each centre and estimatedverall

QoS. The following subsections explain this operati

£ &
& &
& 55
v A l
Delay ] [ Jitter [ Packet loss ratio
v \ 4 v

Fuzzy C-means (FCM):
Classifies QoS parameters into three clusters

Centre 1
Centres of the Centre 2
clusters :

Centrei

Regression Model:
Assess the overall QoS for centrel, centre2, ... andntrei

- L

Outcomes:
Assessed QoS for centrel, centre2, ... and cenire

|

Fig. 1 QoS Evaluation System

A. QoS clustering using Fuzzy C-means Algorithm
FCM was developed to partition the QoS parametérs o
VolIP applications (delay, jitter, packet loss) imtasters. This
classification provided an informative view abougffic

behavior and consequently discovered valuable rimtion
from ongoing traffic.

The values of QoS parameters (delay, jitter, araketaoss
ratio) were measured using equations (10), (11Y @)
respectively. The measured values were represémeadtrix
notation to be used as inputs to FCM algorithmodiswi/s:

D, Ji PLR;
QoS parametres = D:Z ]:2 PL:RZ
S D, J. PLR,

where D;,J;, PLR; ,i = 1,2,...,n are the measured delay,
jitter, and packet loss ratio respectively. FCMsveanployed
at predefined time interval (i.e. every 50 secondE)e
exponent value for partition was 2 (i.e. m=2). Thaue is
suitable for fuzzification [1]. The maximum numbef
iterations was 200, and the minimum amount of inapneent
was le-5. These parameters were chosen experifgenial
different values were experimented to monitor thé F
clustering response and the best values were edlethe
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clustering process of FCM terminated when it redcttee QoS; 1 D, J; PLR{1[bo e
maximum number of iterations or the objective fimmt QoS,| |1 D, J, PLR,||b; + €
improvement between two consecutive iterations less than : HE : : b, H
the minimum amount of improvement. QoS, 1 D, J, PLR,llb; en

The FCM algorithm produced three clusters clagsifythe where D,;,J;,PLR;,QoS;,i =1,2,..,n are delay, jitter,
QoS parameters into three levels low, medium, agh.The packet loss ratio, and overall QoS respectivelye fdgression
number of clusterC was chosen based on Xie-Beni indexcoefficientsby, by, b,, b; were determined from the recorded
cluster validity method [22]. Equation (13) defindbe data using equation (7). The vector of residua. (error

function of Xie-Beni index method. terms) was then calculated using equation (8). ddieulated
C vy 2y x? errors were normally distributed indicating thae tmean of
21=12]=1 ul] ”Ul x]” . .. .
S = - > (13) error termse; ,i = 1,2, ...,n should be zero. This implies that
nmin jl|vi— v the estimated regression model determined wadlas/fo
The optimal number of clusters was three, assatiatieh Q0S; = by + by *D; + b, * J; + bs * PLR;
small Xie-Beni index5=0.0014. Each cluster was represented \ynere QoS;,D;,J;, PLR;,i = 1,2, ...,n are the overall QoS
by its own centre as follows: delay, jitter, packet loss ratio fot*packet respectively.

Dei Jeo PLR
Dz Jez PLRc,
Dc3 ]c3 PLRC3
where D,;,J.;, PLR,; ,i = 1,2,3 are the centres of delay, A Network Model
jitter, and packet loss ratio for each cluster eetipely. The A wireless-cum-wired network topology illustratedkig. 2
centresD.;, /., PLR.; ,i = 1,2,3 for each cluster were thenwas simulated using the Network Simulator- 2 (ng=23].
combined using regression model in order to quarttie The network topology consisted of 8 wireless no@ewiired
overall QoS. nodes, and 2 base stations. The bandwidth of wired
connections was 5 Mbps and 2 ms propagation ddihg.

B. QoS assessment using Regression Model WLAN was based on IEEE 802.11e standard and
Due to the relevance of VoIP quality to the QoSapeeters jmplemented enhanced distributed channel accesCAED

(delay, jitter, and packet loss ratio) as showrTable I, the (ochnique. The main parameters that modeled thelesis
values of independent variablesy,(x,,x3) in regression .hannel are presented in Table Il [24].
model were represented by delay, jitter, and palde=t ratio The queue management mechanism was Drop-Tail @d th
respectively and the values of dependent variap)ewere queue size was 50 packets. Different types of itrakfere
represented by the overall Q0S. The values of Go8mpeters ransmitted over the simulated network. These w¥IEP,
(i.e. delay, jitter, and packet loss ratio) werégadied Using  yideo-conferencing and best effort traffic. Constait Rate
equations (10), (11), and (12). These values wéen t (CBR) traffic was adapted to model VolP, videocoefeing,
normalised in order to have the same contribution f 5,4 data. VolP modeled as G.711 voice encodingnselveith
measuring overall QoS. The normalisation processidered 1g0 packet size and 64 kbps generation rate. Thkepaize
limits for QoS parameters where the overall QoBdsr. FOr ¢ the video traffic was 512 bytes and the inteckea interval
VolIP, these limits are 600 ms for delay, 5 ms iiter, and 6% \yas 10ms. This generated a packet transmissionofas84
for packet loss ratio. kbps. The best effort traffic was modeled usingfedént
The regression formula was calculated based on Q@Fcket sizes and generation rates that corresporededn-
requirements listed in Table | in order to provitie outputs video-conferencing or VolP usage. All traffics were
that reflect the overall QoS. The QoS parametemwshin  {3nsmitted using UDP.
Table | were categorized as: Low, Medium, and Highe  The simulation time was 500 seconds. Simulationsewe
overall QoS on the other hand was classified asdGOQepeated 10 times for each experiment. Each tirdiferent
Average, and Poor quality corresponding to thegmates of njtial seed was used in order to randomly managiefwnode
QoS parameters. The overall QoS spans between @)L  {ransmitted first as all the nodes were requesiddansmit at
Low QoS parameters (i.e. delay150 ms, jitter<1 ms, and 3 given time. The randomness introduced usingifierent

packet loss ratio< 2%) corresponded to good overall QoSseeds avoided the bias of random number generation.
which ranged between (67%-100%), medium QoS pasmet

(i.e. 150 < delay=400 ms, 1 < jitter<3 ms, and 2% < packet
loss ratio< 4%) corresponded to average QoS (i.e.33% < QoS
< 67%), whereas high QoS parameters (i.e. deld@0ms,
jitter > 3 ms, and packet loss ratio > 4%) cquoesled to
poor QoS (i.e. Q0& 33%).

The QoS parameters and the overall QoS were then
arranged in matrices to feed them to the regressiodel as
follows:

Clusters centres = IV. MODELING AND SIMULATION
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Wired Network

Fig. 2 Simulated network

TABLE II
IEEE802.1E PARAMETERSVALUES

Parameter Value
SlotTime 20 usel
SIFS 10 usel
Preamble Length 144 bits
PLCP Header Length 48 bits

RTS Threshold 3000 bytes

PLCP Data Rate 1 Mbps
Data Rate 2 Mbps

B. Network QoS Settings

The transmitted traffic (VolP, video-conferenciragnd best
effort traffic) were mapped into three access aaieg (ACs)
to represent three priorities level as shown inl@ab. VolP
had the highest priority, whereas best effort tcaffad the
lowest priority [25]. However, due to the high sigmiy of
VoIP quality to the QoS parameters as shown in &apin
this study, the quality of VolP traffic was evaledt

The fuzzy partition matrix produced by FCM algonith
indicated that each value of QoS parameter hadgeedeof
membership to different clusters. Fig 4 shows tkegree of
membership between a sample of delay and the pedduc
clusters. As indicated by the figure, each valud tdferent
degree of membership to the three clusters betWweand 1
with the total being 1. This feature made FCM aushble
clustering tool, because the characteristics of QaBmeters
do not allow crisp (binary) partition.

During the clustering process, the objective fuorcti
clarified the progress of FCM clustering algoritlatross the
iterations as shown in Fig.5. The clustering preces FCM
stopped when it reached the maximum number oftiters or
when the objective function improvement between two
consecutive iterations was less than the predefimigimum
amount of improvement. As shown in Fig. 5, FCM skeg
when the objective function improvement between two
consecutive iterations was less than le-5 (preseimum
improvement). This value was chosen experimentailg the
best value was selected.

Fig. 6 illustrates the centres of the clusters50rseconds
time intervals. The FCM algorithm classified the o
parameters of VolP into three levels at each timerval.
During the first third of the simulation, three #ipptions were
transmitted over the network (two VolP, and oneewuid
conferencing). During this interval the network wesle to
meet the QoS requirements of the VolP applicatibhe
values of delay, jitter, and packet loss ratio watréow range
of QoS parameters. As the number of transmittedicgijpns
increased to four VolP, video-conferencing, andt keffort
traffic during the second third of the simulatidhe values of
QoS parameters were increased accordingly. When the
network load became heavy during the final third té
simulation, the network was incapable of meetingerev
minimum QoS requirements for VolP application. Madues
of QoS parameters were in the high range, 600 mddiay, 5
ms for jitter, and 6% for packet loss ratio, indicg poor
quality of VolP.

Clusters

— o~

\

TABLE Il
IEEE802.1E ACCESSCATEGORIES
AC AC, AC, (best
Parameters (Volg) (Video- effort
conferencing) traffic)
Arbitration Inter-Frame 2 2 3
Space (AIFS)
Minimum Contension
Window value (CVor) 7 15 31
Maximum Contension
Window value (CVWw,) 15 sl 1023
Transmit Opportunity 3008 6.016 0

TXOP (ms)

V.RESULTS ANDDISCUSSIONS

A.FCM Clustering Algorithm

FCM was applied at predefined regular time integyvaét to
be 50 seconds. FCM analysis results are showngn3riThe
values of QoS parameters (i.e. delay, jitter, andkpt loss
ratio) of transmitted VolP were grouped into thrdasters

Packet loss ratio
e e a e @

so

\

\ \ \
T T T
/

/

* Clustert],
=~ Cluster2
+ Cluster3|,

=~ ¢ Center
Center2 ||
* Center

\

R et
\

\
/

-
\

Delay

representing low, medium, and high values of Qo$ig.3 Clustering QoS parameters of VolIP at presefitime interval

respectively. Each cluster was represented lywts centre.
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T T T T T T T T T

I I I I I I I I I | Il Clusterl
| I | | ! ! ! ! ! _ | I cluster2| |
[ Icluster3

Membership function
o
@

Delay

Fig. 4 The degree of membership between a sampulelaf and the
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Fig. 5 The progress of objective function

QoS parameters of VoIP

Time (s)

Fig. 6 Clustering QoS parameters of VolP

B. Regression Model

Fig.7 shows the results from the devised regressiodel.
The results show the predicted QoS for clustergresrfor
each time interval. From the figure, it can be obse that the

shown in Fig.6.
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In other words, as the values of QoS parametergased,
the values of overall QoS decreased accordingly.

The results obtained from the devised regressiomemo
were compared using another assessment methodthee.
developed Fuzzy Inference System FIS mechanism for
quantifying QoS) [12]. FIS consisted of four main
components: fuzzification, fuzzy inferencing, fuazyes, and
defuzzification. The inputs to FIS were delay, €jift and
packet loss ratio. The output produced by FIS kasoverall
QoS [26]. Fig.8 shows the results obtained frons FI
mechanism.

From Figs.7, 8 and the values of expected QoS gealvin
Table IV, it is indicated that both assessment ougth
provided results which were comparable. Althoughmao
outputs were slightly different, they are in thengeregion (i.e.
poor, average, or good). The discrepancies were¢alte fact
that each method followed a different operationwideer, the
values of QoS obtained from devised regression mode
spanned between (0%-100%) whereas the range o¥/&la8s
produced by FIS was between (10%-90%). This inds#tat
the devised regression model could provide morarate
results.

10

I QoS of center |
[ QoS of center 4]

Quality of Service

©
S

-~
=]

I QoSS of center 1
[ QoS of center 2
QoS of center

T

Quality of Service
W IS ) o
8 & g S

N
=3

10

50 100 150 200 250 1_300 350 400 450 500
QoS values reflected the corresponding QoS paraset. Time

Fig. 8 The QoS of VolIP using FIS mechanism
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TABLE IV
QOS PARAMETERS AND THE EXPECTEDQOS USING FUZZY INFERENCE
SYSTEM AND REGRESSIONVIODEL

QoS parameters Expected QoS

Delay(ms) %Ir:"tnz; Przct:il:)ez%ss methleS;nism QOSS?/\;?ellro?tion
16.70 1.06 2.13 74 81.52
16.49 3.19 0.65 59.83 53.71
16.13 1.4 1.46 72.1 78.6
16.15 1.30 171 70.15 79.17
65.55 4.93 3.50 9.29 16.79
288.22 4.94 5.17 9.29 7.64
289.94 4.64 5.09 9.57 12.43
339.43 5 4.49 9.28 8.1

600 5 2 9.28 12.12
600.00 5.00 5.99 9.28 1.01

The regression analysis shown in Fig. 9 indicatest t
regression model was strongly correlated with funfgrence
system. The prediction accuracy of regression mauzs

measured using correlation coefficient.
correlation coefficient (R) was 0.94

indicating dagh

correlation.

Fuzzy Inference System

100

T T T

©  Fuzzy Inference Systen

Best Linear Fit

— — ~— QoS Evaluation System
T T T

o0H

80

70

60

50

40

30

20

30
QoS Evaluation System

40 50 90

Fig. 9 Comparison between QoS assessment methady:. f
inference system, and QoS evaluation system

VI
This study presented a new QoS evaluation system.

CONCLUSION

combination of fuzzy C-means and regression moael used

to

analyse and measure the QoS of VolIP trafficstratted

over a simulated network. The robustness of FCMdpe
with imprecise QoS patterns made it an en excedkrstering
mechanism. The values of QoS parameters of tratesiit
VoIP were classified into three clusters represgntiow,
medium, and high values of QoS respectively. Hygrassion
model in turn combined the QoS parameters (i.eydéitter,
and packet loss ratio) for each centre of generteders and [20]
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produced a single value that represented the dv@a8. The
overall QoS was a good indication of network perfance.
The overall QoS can be used to monitor the netveort to
avoid congestion.
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