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Abstract - The objective of multi-level logic synthesis of FPGA is to find the “best” multi-level structure, where “best” in this case 
means an equivalent presentation that is optimal with respect to various parameters such as size, speed or power consumption... Five 
basic operations are used in order to reach this goal: decomposition, extraction, factoring,  substitution and collapsing. In this paper 
we propose a novel application of Walsh spectral transformation to the evaluation of Boolean function correlation. In particular, we 
present an algorithm with approach to solve the problems of extraction and substitution based on the use of Walsh spectral 
presentation. The method, operating in the transform domain, has appeared to be more advantageous than traditional approaches, 
using operations in the Boolean domain, concerning both memory occupation and execution time on some classes of functions. 

Keywords - logic synthesis, Walsh spectral, boolean function, decomposition. 

 
I. INTRODUCTION  

 One of the promising directions of the element base 
of modern technical devices and systems for various 
applications are field programmable gate arrays 
(FPGA), which combine the advantages of standard or 
custom integrated circuits and gate array design with a 
convenience device, programmed by the user [1]. And 
FPGA contain a much larger number of logic gates than 
the complex programmable logic devices (CPLD), 
programmable logic arrays (PLA), etc. As a result, one 
FPGA can replace about 20 CPLDs in a variety of 
applications, thereby reducing the number of devices 
used in equipment. In addition, increases its reliability 
due to a decrease in the length of conductors on the 
circuit board and a smaller number of individual 
devices, while decreasing the required size of the 
circuits on the board and reduces the demands on the 
supply voltage. In this FPGA are the standard product, 
and users avoid many costs inherent in ASIC. But the 
problem of logic synthesis (LS) FPGA is much more 
complicated than traditional IP or gate array, due to their 
architectural features as the basic blocks and more 
complex interconnections between resources in the 
crystals. 

 The analysis of architecture and technology of 
FPGA allows us to conclude that, in addition to 
common for the entire microelectronics industry trends 
to increase the degree of integration, improving overall 

performance, reduce costs, etc., the new trend is the 
increased ease of design and debug circuits. However, 
with increasing complexity of both the crystals and 
projects to the fore front more and more are questions of 
design and development of algorithms for automatic 
logic synthesis. It follows that the main problem of logic 
synthesis (LS) in the basis of FPGA is minimize the 
number of used logic blocks and reducing the 
complexity of the trace. 

II.  KEY TASKS FOR FPGA LOGIC SYNTHESIS 

 When logic synthesis (LS) FPGA often use the 
technique of design separation into two distinct phases 
[3], the technology-independent and technology-
dependent (technology mapping).  

 We describe in more detail the mathematical 
problems that arise when considers are the basis of 
FPGA as well as possible and suggest solutions. Based 
on an analysis of FPGA architecture, we use methods 
based on five basic mathematical problems: 
Decomposition [8], factoring, extraction, substitution 
and collapsing. 

 To illustrate the features of the problem consider in 
the basis of FPGA, look at an example. Let’s the 
number of inputs BF is m = 5, and f1 = abcdeg and f2 = 
abc + bde + ae + cd. The functions f1 and f2 in its 
implementation are 6 and 10 literals, respectively. In 
addition, the function f1 requires for its optimal 
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implementation of two CLB, while f2 - only one, since f2 
- function of 5 variables. 

we introduce some definitions. 

Definition 1. Expression is a free cube if there is 
another cube, this expression is divisible by precisely: 
ie, ab + c - is free of a cube, a ab + ac - no. 

Definition 2. The main divider expression f - a set of 
expressions of the form D (f) = {f / C | C-free cube}. 

Definition 3. The core of the expression f is the set of 
expressions of the form K (f) = {g | g ∈ D (f) and g - 
free cube}. 

Definition 4. The balance of the original function f, 
associated with the nucleus K, obtained by replacing the 
variable of this function for all occurrences of K in the f. 

Definition 5. The basis function f, denoted as sup (f) - a 
set of variables which it depends on. In this case, using 
the operation |sup (f)| can find the inverse function. 

Definition 6. The feature is called feasible if |sup (f)| < 
m, ie. feasible function can be implemented in one CLB. 

Definition 7. Boolean network is realizable if every 
intermediate node implements a workable option. 

 The number of intermediate nodes implemented 
Boolean network gives an upper bound on the number 
CLB, necessary for its implementation. Thus, a fairly 
obvious looks conclusion in [2] that the synthesis 
algorithm can be divided into two phases, the first of 
which involves the construction of realizable networks, 
and the second - to minimize the number of nodes. And 
the first step usually involves the use of decomposition 
and extraction procedures, and the second is factoring, 
substitution and collapsing. 

 The above problems arise in the design of any 
architecture of FPGA. Some of their aspects were 
considered in [4] in terms of spectral processing BF. 
These studies showed promise using spectral analysis of 
BF for solving problems of use FPGA. In this case, the 
gain occurs mainly in the processing of large amounts of 
input data. 

 Note that the complexity of solving all of these 
math problems can be significantly reduced with the use 
of spectral representations of BF in the basis of Walsh 
functions. As a result, methods of implement FPGA can 
be optimized on the basis of this presentation. In this 
paper to solve the problems of extraction and 
substitution.  

 Extraction is process of identifying and creating 
some intermediate functions and variables, and re-
expressing the original functions in term of the 

intermediate plus the original variables. The process is 
used to identify the common sub-expressions.  

 Substitution is the process of expressing a function 
F as a function of second function G, plus the original 
inputs to the function F. This is done by substituting G 
into F where ever possible. 

III.  SPECTRAL ANALYSIS OF BOOLEAN 
FUNCTIONS 

We use the definition of BF in the monographs [4], 
where they are treated as multi-dimensional functions 
with m-inputs and k-outputs, and carry out mapping of 
the form: 

:{0,1} {0,1}m kf →  (1) 

Set of outputs is denoted as BF fk-1, ... f0, and used the 
decimal indices x = (Xm-1,…,X0) € {0,1}m are calculated 
the formula: 

                 1
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Where x and f can be interpreted as the coordinates of 
the binary vectors to decimal numbers. 

 Note that the expressions (2) and (3) describe the 
BF as a piecewise constant function F (x) of real 
argument on the half-open interval [0,2m]. With this 
notation system of BF (1) can be represented as a lattice 
of y = f(x), defined at the points 0,1 ..., 2m -1 interval 
[0,2m]. 

Extend the function y = f (x) to piecewise constant 
function F (x) as follows: 

 ( ) ( )F x f δ=  variations [ , 1]x δ δ∈ +    (4) 

We say that a piecewise constant function F(x) 
represents the original system of BF, if it satisfies the 
condition (4) and f (x) is constructed by formulas (1) 
and (3). Thus, the foundation can be described as a 
vector: 

F = [f(0), f(l).....f(2m-l)]T, 

where X = (xm -1 ...X0), (0<x<2m-l) - a set of input 
vectors, and f (x) is an integer value, where Fi = [fi(0), 
fi(l)....fi(2m-l)]T, and fi(x), 0<i<k-l , a binary value. 

 It is known that between BF and Walsh functions, 
there is a relationship, which explains the possibility of 
effective use of spectral analysis in the basis of Walsh 
functions to analyze the fleet. In order to determine this 
relationship, we consider details of the Walsh function. 
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These functions are piecewise constant and are given on 
the half-open interval [0, 2m] expression: 

         

1

2( 1 )
0( ) ( 1)

m i
iW x

ω
ω

ω

−

− −
=
∑

= −   (5) 

where 0 <ω <2m-1, m ∈ N, and  ωi and xi are determined 
from the binary representations ω and x. 
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ω number for the function  Wω(x) is called its index, and 
the number of units in the binary expansion ω, ie. 

Quantity 
∑
−

=
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1

0
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i
iωω

 called weight index or rank. 

 Consider a subset of Walsh functions with the 
weight index of 1. Denote their symbols Ri(x) (i = l, 2, 
... m). Then (5) (6) we obtain: 

1

( 1)
( 1)

2

2( ) ( ) ( 1) exp( )
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0 0( ) ( ) 1R x W x= =  

 Function Ri(x), defined by (8) are called 
Rademacher functions. As shown in [4], as a product of 
Rademacher functions can be represented by any Walsh 
function, ie: 

                  
( 1 )
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 Fast algorithms of spectral transformations in the 
basis Walsh similar fast discrete multiplicative 
transformations, using as a basis of trigonometric 
functions, i.e. in particular, fast Fourier transform 
(FFT). Issues of generalization of discrete multiplicative 
transformations over finite fields are considered in some 
detail [5], where the main theorem and in this area. 

Theorem 1. Let Ф(х) - a step function representing a 
system of BF in m variables and S(ω) (ω= 0,1, ... 2m-1) - 
its spectrum by Walsh. 

Then S(ω) = 2-m аm(ϖ), where if 
∑
−

=

−−=
1

0

12
m

i

im
iωω

, then 

∑
−

=

=
1

0

2
m

i

i
iωϖ

, and 

       а0 (ω) = Ф (ω), 

       a0 (2m-1 + ω) = Ф(2m-1 + ω), 

       as (ω) = as-1(2ω) + as-1(2ω+1),              (10) 

       as (2m-1 + ω) = as-1(2ω) - as-1(2ω+1), 

              (ω = 0,1,... 2m-1-1); (s = 1,2,...m). 

 The number of operations Nw, you want 
to produce this algorithm for computing S(ω), as in 
the case of calculating the FFT is equal to N.log2N,  
where N - number of arguments, or because the actions 
are performed with a binary representation of the 
arguments, Nw = 2m * m, Where m - number of bits of 
the arguments. 

 Walsh spectrum F̂ can be calculated as follows: 

                          [ ] FWF m ∗=ˆ
, where 

1 1

1 1
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m m

m
m m
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1

1 1
[ ]

1 1
W

+⎡ ⎤
= ⎢ ⎥−⎣ ⎦

 

 There is also the inverse Walsh, with which you can 
restore the BF using the relation:  

                         [ ]mWFFF ∗= ˆ:ˆ
 

 This method of computing the Walsh spectrum is 
more suitable for the calculation of matrices of small 
dimensions. In this case, the above-introduced the 
matrix [W]m are the Hadamard matrices. 

 Note that all the above properties of Walsh 
functions can be formulated in terms of Hadamard 
matrices, so that the Walsh transform is sometimes 
called the Walsh-Hadamard transform. 

IV.  CORRELATION ANALYSIS OF BOOLEAN 
FUNCTIONS 

 Autocorrelation function of BF f (x0, x1 ,..., xm-1) is 
determined on the basis of relations: 

2 1
( ; )

2
0

( ) ( ) ( )
m

f f

x
B f x f xτ τ

−

=

= ⊕∑ ,               (11) 

where {0,1,..., 2 1}mτ ∈ − . 

 As seen from (11), the original function is related to 
the autocorrelation function of convolution transforms. 

 Cross-correlation or simply the correlation function 
of two BF f1(x) and f2(x) is the function: 

2 1
( 1; 2)

2 1 2
0

( ) ( ) ( )
m

f f

x

B f x f xτ τ
−

=

= ⊕∑ ,  (12) 

where {0,1,..., 2 1}mτ ∈ −  
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 Establish a connection between the correlation 
functions and features considered earlier Walsh. To 
consider the following two theorems. 

Theorem 2. Dual application of Walsh transform to the 
piecewise constant function F (x) does not alter this 
function up to a normalizing factor of    2- m. Indeed, 

( )
( ) 2 ( )

f x

m
SS x f x−=                    (13) 

Proof: due to the symmetry 
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From the orthogonal condition 
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Theorem 3. Let two BF of m arguments, and two lattice 
functions f1(x) and f2(x), corresponding to them. Then 

 ( 1, 2) 2
2,2 1 22 ( ( ) ( ))f f mB W W f W f=      (14) 
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Then, in view of theorems on the completeness and 
orthogonality, symmetry index and the argument of the 
argument and shift operations involution [8], we have: 
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 Note that Theorem 3 is also known as Wiener-
Khinchin theorem [6]. 

 In view of Theorems 2 and 3, we find that for BF, 
the following relation:  

 B2,2
(f1,f2) = 22m W(W(f1)W(f2)).          (15) 

 Properties of the correlation characteristics of BF 
determined by the properties of convolution transforms 
of the original features. In particular, the form of these 
transformations implies the invariance of the correlation 
characteristics to shift the argument of the original. 
Converse is also true that the autocorrelation function of 
the original function can be restored up to a shift of the 
argument. 

 For the BF shift of the argument is equivalent to α 
inversion of those arguments, which correspond to the 
nonzero components of the binary expansion of α. 
Therefore, the complexity of realizing the foundation in 
any basis, is completely determined by its 
autocorrelation function up to m elements of the 
inversion, where m - number of arguments of BF. This 
makes it possible to solve all the problems associated 
with minimizing the complexity of circuits that 
implement the system of BF, the language of the 
correlation characteristics, which is done in this paper. 

V.  RECOGNITION OF BOOLEAN FUNCTIONS 

 Obviously, for the  recognition  the linearity  of BF  
is sufficient to calculate  its  Walsh  spectrum,  and  if 
this range  contains  only  one non-zero  point    ω =  c 
(not counting the  point    ω =  0),  then  BF  is linear  
and  is represented in the form.  

                              (16) 

 Recognition of the self-dual (anti self-duality) BF 
[9] reduces to the calculation of  the value  of its 
autocorrelation function at a point 2m -1.  

 Recall that a BF f (x0 ,..., xn) is called self-dual (anti 
self-duality)  then only when it takes on  the opposite 
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sets of opposite (or same anti self-duality  function) 
values. A set  of self-dual  and  anti  self-duality  
functions  form  the class of functions closed under 
composition [9]. Since the properties  self-dual  (anti  
self-duality)  are invariant  to a shift in  the arguments  
of BF,  their  detection  may be accomplished by  
analyzing  the autocorrelation function of BF.  

Theorem 4. To BF f (x) = f (x0 ,..., xn) has been self-dual 
(anti self-duality) is necessary and sufficient that:  

                                 (17) 

                   (18) 

In addition,  in the  literature  the notion  α  self-dual 
(anti self-duality). For BF, it would take place if and 
only if there is , α such that:  

    (19) 

  (20) 

Where    with 

 
 Note that for the same BF f (x) there may be several 
α1,…, αg such that f (x)  αi – self-dual (i = 1,..., g) and a 
few β1, β2, …, βh such that f (x)  βi - anti self-duality (i = 
1 ,..., h). In this case, any BF 0- anti self-duality, and if it 
βi  - anti self-duality and βj  - anti self-duality,  then (βi 
⊕  βj)  anti  self-duality. Thus, the  set  of points  for  
any  anti self-duality  foundation  is a group  (with  
group  operation ⊕ ) and the number of points anti self-
duality (order of) is equal to 2i, i ∈  {0,1}. Point group, 
anti  self-duality group called the inversion of variables. 
If f(x0, x2 ...., xm-1) 2s – self-duality, then f (x0, x2 ....,xm-1) 
does not depend on xs. 

Theorem  5.  The function  f (x) = (x0 ,...., xm-1)  has 
points self-dual α1,…, αg and the points anti self-duality 
β1, …, βh, if and only if when  

                    (21) 

            (22) 

 It is obvious  that Theorem 5 generalizes Theorem 4 
in α = 2m –1 (β = 2m - 1).  

consequence. For any BF f (x) the number of points at 
which the autocorrelation function  takes  a value 

, equal to 2i, i ∈  {0,1}, and the 
corresponding samples of the autocorrelation function of 
a group. Thus, the zeros of  the autocorrelation function  
is determined self-dual  point,  and the  maximum count  

equal to - point anti self - duality. These 
results are used in particular for the analysis of linear 
codes [12].  

 Since monotone functions represent the other pole 
of complexity in  their  implementation of  linear  
functions, the  language of correlation  functions  is not 
very suitable for implementation. Although, by some 
weakening of the notion of monotony, which  is  the 
concept of a threshold of BF, you can get some 
interesting results. Thus, in [13] was proposed to 
implement the foundation for the linear-threshold 
network,  described in terms of Walsh  spectral 
coefficients,  and  in [14], a  tabulation the spectra  of 
threshold functions.  In addition,  known  techniques  
that allow, in specific cases to obtain engineering 
solutions for a number  of arguments,  not  exceeding  
six.  In  [15] introduced the condition of n-monotony  of 
BF using  the Walsh  spectral coefficients, but it  
requires  too  many definitions  and  intermediate  
results  and  therefore  not included here. Some practical 
results of work [15] can be found in [16].  

 In order  to further  address issues of  recognition  
of BF  using  the Walsh  spectra, we introduce  
additional notation:  

                  (23) 

where  S  -  range of  functions; W  -  domain 
transformation of BF,  in addition, d0(Wω)   -  the 
number of constituents of BF f(x) for each value of Wω . 

 Then S(Wj) = d0(Wj) – d1(Wj) for any Wj ∈  W. We 
divide the region transform into subsets and call their 
levels, i.e.  Wn = {W(0),....,W(n)}. In addition, we say that  
Wj ∈  W(l), l = 1 ÷ n,  if ||Wj|| =  l. Consequently,  the set  
of spectral  coefficients  are also  divided  into levels  
S(W)={S(0),....,S(n)}, where S(Wj) ∈  S(l),  if ||Wj|| =  l. 
The coefficient  S(W0)  indicates  the number 
constituents  of the unit BF.  

 The function f(x) partially symmetric with respect 
to хm and хk , if the permutation хm and xk f(xi)= f(xi * 
Рm,k) =  f(xj),  for all  xj ∈  Xn, where Рm,k  - substitution 
matrix dimension  n x n,  and  det  Pm,k = 1;  рi,j ∈  {0; 
1};  In addition,   Pm,k

-1 = Pm,k
-T . Then obviously ||xi|| = 

||xj||.  
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Theorem 6. BF f(x) partially symmetric if and only if 
S(Wj) = S(Wq), where Wq = Wj *  Pm,k, Wq , Wj ∈  W(l).  

BF called completely symmetric if f(xj)= f(xj* P) for any 
Xi ∈  P, where P - the matrix any permutation of the 
permutation group  of order  n!.  Since  any  permutation 
matrix  can be represented  as a  product,  then  using 
Theorem 6, we obtain proof of the corollary below. 

Consequence. BF is symmetric if and only if |S(Wj)| = 
|S(Wq)|   for all Wq,Wj ∈W(l), where  l  =  1  ÷  n,  i.e. 
symmetric  function  is  equal in  absolute  Walsh 
coefficients at each level.  

 Thus, the  basic  properties of the  BF,  i.e.  
linearity, self-dual  (anti self- duality)  different  with  
orders  of symmetry  and partial  symmetry,  can be  
identified  using the Walsh spectrum.  

VI.  PROBLEMS OF EXTRACTION AND 
SUBSTITUTION. 

 To describe the algorithm for extraction recall that 
the autocorrelation function of a Boolean function (BF) 
[9]  is the similarity measure of its output at a certain 
distance in the space of BF. At the same time unit in the 
binary representation of addresses maximum ratio BF 
indicate what arguments are involved in its formation, 
therefore, the minimum number in the value of the 
autocorrelation function corresponds to the minimum 
BF coupling between its arguments. Based on these 
general considerations, the authors propose an algorithm 
for solving the problem of extraction, described below. 

 Initially formed by the coefficients of the 
autocorrelation function of BF. Then take into account 
factors "first tier", ie depending on one variable, and 
among them is sought with a minimum rate. If you have 
coefficients with the same value, then made advanced 
search of the coefficients of the relevant variables at the 
next tier. Depending on the results of this search and 
select and the minimum ratio. After finding the 
minimum rate and to determine the original function 
arguments, on which it depends, there is a transition to 
the coefficients of the "second tier", that is dependent on 
two variables. In this case the coefficients in the 
formation of which was attended by the same arguments 
as in the formation of a minimum ratio of the first tier, 
we seek the minimum ratio. Then jumps to the next tier, 
etc. After completing the loop through all tiers of the 
above algorithm is repeated for the other variable. 

 Note that the above algorithm for solving the 
extraction is the matrix analogue of the well-known 
algorithm "branch and bound", which guarantees finding 
is not necessarily better, but quite a good result. A very 
strong positive aspect of the proposed algorithm from 
the standpoint of reduction of brute force is the fact that 
the minimum ratio is sought not the entire table length 

2n, but only among Ci
n coefficients, where n - total 

number of arguments, and i- number of arguments on a 
particular tier. 

 Thus, the proposed algorithm for solving the 
division consists of the following: 

1.  Verified by the simultaneous fulfillment of 
conditions )(max)(

00 ττ
τ

BB
≠

=  and ||τ|| = 1; 

2.  Determined 1,....,i inx xτ = ; 

3.  Verified that the inequality Mx
n

j
ij ≤∑

=1

and 

nτ ≤ ; 

4.  Determined ( ) min ( )i i
B B

τ
τ τ

≤
= ; 

5.  Go to step 1. 

 In the above procedures sequence ||τ|| - capacity 
expansion, τ - binary address, M - number of inputs of 
CLB. 

 We describe an algorithm for extraction example of 
the following functions: f(x3, x2, х1, X0) = (X0 ⊕ X1)&(Х2 ⊕ 
Х3).  Define F = [0,0,0,0,0,1,1,2,0,1,1,2,0,2,2,4]Т, that is 
В = [36,24,24,16,24,12,12,8,24,12,12,8,16,8,8,4]. From 
the analysis in that all the functions of the first tier of the 
same, ie value of the autocorrelation function of BF in 
these points is 24. By viewing the advanced find out that 
the function is symmetrical. Therefore, as the first 
variable we take x0, having minimum values of the 
autocorrelation of the variables x3 and x2. This means 
that the separation (cutting) of the original BF should be 
performed by separating the variable x0 from x3 and x2. 
After a similar operation for the variable x1, we obtain a 
similar result: x1 requires separation of x3 and x2. Given 
the fact that the restriction on the number of variables is 
two, we find that this feature should be implemented by 
cutting into two parts – x3 and x2, as well as x0 and x1. 

 
Algorithm for solving the extraction. 

 Another task logic synthesis FPGA - the task of the 
substitution (merge) - is proposed to solve by analyzing 
the autocorrelation function of the table corresponding 
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BF. In this case there are two possible levels of 
addressing the merge. At a higher level problem is 
solved not only the merge of the original BF, but also 
because of previously conducted its decomposition. The 
task becomes much more complicated because of the 
substantial increase in the number of searched options. 

 As one of the possible methods of solving the above 
problems we propose the following hierarchical 
algorithm. The first step is the analysis of the 
autocorrelation function table for BF couples find its 
values in the formation of which involved no more than 
three input CLB. The analysis is performed by an 
algorithm similar to the proposed decomposition, and, if 
not the subsequent stages, then this problem can be 
regarded as a special case of decomposition. Obtained 
for pairs of candidates for a merge originally carried out 
to verify that the terms of the presence in each pair no 
more than four inputs. The next step is to check the 
condition limiting the total number of entries to five. 
This order of testing candidates for a possible merge due 
to the fact that the total number of inputs is always 
restricted by the inequalities: Сn

3 ≤ Сn
4 ≤ Сn

5, which 
leads to a reduction in the total number of options 
searched.  

VII. CONCLUTION. 

 It follows that the use of spectral analysis 
techniques in the basis of the Walsh representation for 
solving problems of extraction and substitution is highly 
effective. In the future the author envisions the building 
of the upper bounds of the spectral algorithms in their 
application for synthesis of FPGA. 

 This problem arise  in  the design of any 
architecture of FPGA. Some of  their aspects were 
considered  in [10,11] in terms of spectral processing 
BF. These studies showed promise  using  spectral  
analysis  of BF  for solving problems of  use  FPGA.  In 
this case,  the gain  occurs mainly in the processing of 
large amounts of input data. 
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