
 

e(n)= s(n)- s(n - 1), 

where s(n) is the sampled sequence of s(t).  

A natural refinement of this general approach is to predict the current sample based on 

the previous M samples utilizing linear prediction (LP), where LP parameters are 

dynamically estimated. Block diagram of a DPCM encoder and decoder is shown below. 

Part (a) shows DPCM encoder and part (b) shows DPCM decoder at the receiver.  

 

The "dpcm_demo" shows the use of DPCM to approximate a input sine wave signal and 

a speech signal that were sampled at 2 KHz and 44 KHz, respectively. The source code 

file of the MATLAB code and the output can be viewed using MATLAB.  

 

Differential Pulse Code Modulation (DPCM) 

In PCM, each sample of the waveform is encoded independently of all the other samples. 

However, most source signals including speech sampled at the Nyquist rate or faster 

exhibit significant correlation between successive samples. In other words, the average 

change in amplitude between successive samples is relatively small. Consequently an 

encoding scheme that exploits the redundancy in the samples will result in a lower bit 

rate for the source output.  

A relatively simple solution is to encode the differences between successive samples 

rather than the samples themselves. The resulting technique is called differential pulse 

code modulation (DPCM). Since differences between samples are expected to be smaller 

than the actual sampled amplitudes, fewer bits are requrired to represent the differences. 

In this case we quantize and transmit the differenced signal sequence  
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Causes 

Multipath propagation 

One of the causes of intersymbol interference is what is known as multipath propagation 

in which a wireless signal from a transmitter reaches the receiver via many different paths. 

The causes of this include reflection (for instance, the signal may bounce off buildings), 

refraction (such as through the foliage of a tree) and atmospheric effects such as 

atmospheric ducting and ionospheric reflection. Since all of these paths are different 

lengths - plus some of these effects will also slow the signal down - this results in the 

different versions of the signal arriving at different times. This delay means that part or 

all of a given symbol will be spread into the subsequent symbols, thereby interfering with 

the correct detection of those symbols. Additionally, the various paths often distort the 

amplitude and/or phase of the signal thereby causing further interference with the 

received signal. 

Bandlimited channels 

Another cause of intersymbol interference is the transmission of a signal through a 

bandlimited channel, i.e., one where the frequency response is zero above a certain 

frequency (the cutoff frequency). Passing a signal through such a channel results in the 

removal of frequency components above this cutoff frequency; in addition, the amplitude 

of the frequency components below the cutoff frequency may also be attenuated by the 

channel. 

This filtering of the transmitted signal affects the shape of the pulse that arrives at the 

receiver. The effects of filtering a rectangular pulse; not only change the shape of the 

pulse within the first symbol period, but it is also spread out over the subsequent symbol 

periods. When a message is transmitted through such a channel, the spread pulse of each 

individual symbol will interfere with following symbols. 

As opposed to multipath propagation, bandlimited channels are present in both wired and 

wireless communications. The limitation is often imposed by the desire to operate 

multiple independent signals through the same area/cable; due to this, each system is 

typically allocated a piece of the total bandwidth available. For wireless systems, they 

may be allocated a slice of the electromagnetic spectrum to transmit in (for example, FM 

radio is often broadcast in the 87.5 MHz - 108 MHz range). This allocation is usually 

administered by a government agency; in the case of the United States this is the Federal 

Communications Commission (FCC). In a wired system, such as an optical fiber cable, 

the allocation will be decided by the owner of the cable. 

Intersymbol interference 

In telecommunication, intersymbol interference (ISI) is a form of distortion of a signal in 

which one symbol interferes with subsequent symbols. This is an unwanted phenomenon 

as the previous symbols have similar effect as noise, thus making the communication less 

reliable. ISI is usually caused by multipath propagation or the inherent non-linear 

frequency response of a channel causing successive symbols to "blur" together. The 

presence of ISI in the system introduces errors in the decision device at the receiver 

output. Therefore, in the design of the transmitting and receiving filters, the objective is 

to minimize the effects of ISI, and thereby deliver the digital data to its destination with 

the smallest error rate possible. Ways to fight intersymbol interference include adaptive 

equalization and error correcting codes. 
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Communication systems that transmit data over bandlimited channels usually implement 

pulse shaping to avoid interference caused by the bandwidth limitation. If the channel 

frequency response is flat and the shaping filter has a finite bandwidh, it is possible to 

communicate with no ISI at all. Often the channel response is not known beforehand, and 

an adaptive equalizer is used to compensate the frequency response. 

Effects on eye patterns 

One way to study ISI in a PCM or data transmission system experimentally is to apply 

the received wave to the vertical deflection plates of an oscilloscope and to apply a 

sawtooth wave at the transmitted symbol rate R, 1/T to the horizontal deflection plates. 

The resulting display is called an eye pattern because of its resemblance to the human eye 

for binary waves. The interior region of the eye pattern is called the eye opening. An eye 

pattern provides a great deal of information about the performance of the pertinent 

system. 

1. The width of the eye opening defines the time interval over which the received 

wave can be sampled without error from ISI. It is apparent that the preferred time 

for sampling is the instant of time at which the eye is open widest.  

2. The sensitivity of the system to timing error is determined by the rate of closure 

of the eye as the sampling time is varied.  

3. The height of the eye opening, at a specified sampling time, defines the margin 

over noise.  

An eye pattern, which overlays many samples of a signal, can give a graphical 

representation of the signal characteristics. The first image below is the eye pattern for a 

binary phase-shift keying (PSK) system in which a one is represented by an amplitude of 

-1 and a zero by an amplitude of +1. The current sampling time is at the center of the 

image and the previous and next sampling times are at the edges of the image. The 

various transitions from one sampling time to another (such as one-to-zero, one-to-one 

and so forth) can clearly be seen on the diagram. 

The noise margin - the amount of noise required to cause the receiver to get an error - is 

given by the distance between the signal and the zero amplitude point at the sampling 

time; in other words, the further from zero at the sampling time the signal is the better. 

For the signal to be correctly interpreted, it must be sampled somewhere between the two 

points where the zero-to-one and one-to-zero transitions cross. Again, the further apart 

these points are the better, as this means the signal will be less sensitive to errors in the 

timing of the samples at the receiver. 

The effects of ISI are shown in the second image which is an eye pattern of the same 

system when operating over a multipath channel. The effects of receiving delayed and 

distorted versions of the signal can be seen in the loss of definition of the signal 

transitions. It also reduces both the noise margin and the window in which the signal can 

be sampled, which shows that the performance of the system will be worse (i.e. it will 

have a greater bit error ratio). 

The bandlimiting can also be due to the physical properties of the medium - for instance, 

the cable being used in a wired system may have a cutoff frequency above which 

practically none of the transmitted signal will propagate. 
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