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Performance Limits of Coded Diversity
Methods for Transmitter Antenna Arrays

Aradhana NarulaMember, IEEE Mitchell D. Trott, Member, IEEE and Gregory W. WornellMember, IEEE

Abstract—Several aspects of the design and optimization of |
coded multiple-antenna transmission diversity methods for slowly I
time-varying channels are explored from an information-theoretic X1 D i =)
perspective. Both optimized vector-coded systems, which can I
achieve the maximum possible performance, and suboptimal x,
scalar-coded systems, which reduce complexity by exploiting
suitably designed linear precoding, are investigated. The achiev- .
able rates and associated outage characteristics of these spatial :
diversity schemes are evaluated and compared, both for the case Xm[>
when temporal diversity is being jointly exploited and for the Transmitter

case when it is not. Complexity and implementation issues more
generally are also discussed. Fig. 1. Diversity channel with aii{-element transmit antenna array.
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Index Terms—Antenna arrays, antenna precoding, capacity,
diversity, fading channels, Gaussian channels, outage probability, signal may be combined optimally to achieve a performance
wireless communication. gain, for transmitter diversity the many transmitted signals are
already combined when they reach the receiver. We assume
|. INTRODUCTION throughout that the combining coefficients are unknown to the

. . transmitter.
T is well known [10] that multiple-element antenna arrays We model the M-element antenna transmitter diversity

can improve the performance of a wireless communica; - .
b P channel as shown in Fig. 1. The complex baseband received

tion system in a fading environment. These antenna arrgys
. . . signal
may be employed either at the transmitter or the receivér:
In a mobile radio system, it is generally most practical to M
employ an antenna array at the base station rather than at Y = Zamk + vy 1)
the mobile units. Then, in transmitting from the mobile to i=1

the base station, diversity is achieved through a multipllgf time k is the superposition of thé/ transmitted symbols

element receive antenna array (“receiver diversity”), while in k- 2201, each scaled and phase-shifted by a complex

transmitting from the base station to the mobiles, d'vers'%éﬁicient a; that represents the aggregate effect of the

is achieved through a multiple-element transmit antenna ardYannel encountered by antenna elemends (1) reflects

(“.trans.mitter divergity”). In this paper, we f.oc_us on tran_smittetrhe channel is frequency-nonselective, i.e., the delay spread of
diversity, _the achievable performance limits of which afhe channel is small compared to the symbol duration. The
comparatively less well understood. additive noisev;, is a white circularly symmetric Gaussian

Transmitter diversity has traditionally been viewed as mMOre - dom process with variance (for each real and imaginary

d|ff|cult_ to e_xpl0|t than receiver diversity, in part because thg mponent)V, /2, and the transmitted energy over a block of
transmitter is assumed to know less about the channel than the

receiver, and in part because of the challenging signal deS|gnSymbO|S s limited to

problem: the transmitter is permitted to generate a different 1 N

signal at each antenna element. Unlike the receiver diversity I Z Z i 1 ]* < &,
case, where independently faded copies of a single transmitted k=1

) ) ) ~ per symbol We focus on diversity methods that conserve
Manuscript received November 19, 1996; revised May 19, 1999. This wo

was supported in part by NSF under Grants NCR-9314341 and MIP—QSOZSQéndWIdth; the Symbo' rate of the channel is, therefore, fixed

by ONR under Contract N00014-96-1-0930, and by the Department of tRéd independent of the number of antenna elements.

Air For;:edu_nder tCotnItrSa:fI:_fAFg:tiQ628-95-C-0002. The material in this paper was\We model the coefficient vectat = [061 RPIREE aM]T as

resented in part a '96. : :

P A. Narula iswith MIT Lincoln Laboratory, Lexington, MA, 02420 USA. gﬁectlvely_constant over a Iong'block of §ymb0|s. This mOd.eI
M. D. Trott is with ArrayComm, Inc., San Jose, CA, 95134 USA. is appropriate when the transmitter, receiver, and all reflecting
G. W. Wornell is with the Department of Electrical Engineering and

Computer Science, and the Research Laboratory of Electronics, Massachusett®e keep&. independent of\Z, so that as\/ increases, the fixed energy

Institute of Technology, Cambridge, MA 02139 USA. &, must be distributed more thinly among the antenna elements. This allows
Communicated by N. Seshadri, Associate Editor for Coding Techniquesus to distinguish the impact of varying the number of antenna elements from
Publisher Item Identifier S 0018-9448(99)07445-3. the impact of varying the total transmitted power.

0018-9448/99$10.001 1999 IEEE



NARULA et al. PERFORMANCE LIMITS OF CODED DIVERSITY METHODS FOR TRANSMITTER ANTENNA ARRAYS 2419

surfaces are either stationary or moving slowly relative to ttemd compare the associated rate and outage characteristics of
carrier wavelength and symbol rate. the different coded antenna systems by examining the distri-

We restrict our attention to the case in which the transmittbutions of their respective mutual informations. In Section V,

has no knowledge of these channel coefficients but the receigerle design issues and implementation of both scalar- and
has perfect knowledge. The lack of knowledge cofat the vector-coded systems are discussed, as are ways of upgrading
transmitter represents either a lack of feedback from tlexisting systems to at least partly realize the potential gains of
receiver to the transmitter, or a broadcast scenario where trgnsmitter diversity. Finally, to allow the results of this paper
transmitter must send the same information to many receivé@sbe appreciated in context of a broader array processing
with different locations and hence differas. In practice, the literature, Section VI discusses how still further gains are
receiver can estimate the channel parametarsite accurately achievable with transmitter diversity when side information

if the channel varies slowly enough. More generally, thabout the propagation channel is available at the transmitter
scenario with perfect receiver knowledge provides a usef(ip feedback. In such scenarios, we discuss how transmitter

bound on the performance of systems where only estimaff¥ersity schemes behave more like beamforming systems or
are available (cf. Section VI-A). directive arrays from some key perspectives.

Our results on transmitter diversity may be summarized as

follows. Il. DIVERSITY METHODS AND MUTUAL INFORMATION

We classify exis?ing transmitter diver;ity methods into tWo | the absence of complexity and delay constraints at the
approaches, which we tersector codingand scalar cod- ransmitter and receiver, the performance limits of transmitter
ing. The information-theoretic commonalities between th@iversity can be determined by examining the information-
scalar-coding methods have not been previously recogniz@thoretic characteristics of the multiple-input, single-output
nor have the fundamental performance differences betwegthnnel (1). These performance limits can be approached
the scalar- and vector-coding approaches. These differeng@trarily closely through the use of suitably designed coding
are not exposed, for example, by prior analyses based gtoss the antenna array. We refer to systems that use such
uncoded bit-error rate. vector-valued codebooks as “vector-coded antenna systems.”
We compare the performance of transmitter diversity Another approach for constraining complexity in transmitter
schemes in terms of both outage regions—a nonstochasfigersity systems uses more conventional codes in conjunction
concept—and outage probabilities. Here, @arageoccurs with linear preprocessing at the antenna array that converts
when mutual information falls below a prescribed thresholghe multiple-input, single-output channel into a single-input,
Power savings at a given outage probability are determingighgle-output channel. We refer to such structures as “scalar-
for both finite number of antennas and in the limit agoded antenna systems.”

M — oo. We show that scalar-coded systems can comeln Section Il-A, we use the above taxonomy to classify
quite close to the performance of vector-coded ones atta transmitter diversity methods that have appeared in the
fraction of complexity for typical array sizes, and that botliterature. Additional assumptions and notation are introduced
are vastly superior to systems that do not exploit transmittier Section 1I-B. The mutual informations achieved by vector
diversity. and scalar coding are computed in Sections II-C and II-D,
We show that optimum vector coding achieves the samespectively. We interpret several prototypical scalar-coded
performance as repetition diversity, without the factoddf methods as time—frequency duals, and introduce a new ran-
increase in bandwidth. domized scalar-coded technique with performance advantages.
We introduce new vector- and scalar-coded diversifyinally, in Section II-E, we compute the mutual information
schemes with performance and complexity advantages. G@hieved by repetition diversity and show that its use of
vector-coded construction, which exploits multiple-accesfiannel resources is comparatively wasteful.

coding to solve a single-user problem, is a useful benchmark

against which to compare promising alternatives emergiig Prior and Concurrent Work

in the literature. o The simplest form of scalar-coded transmitter diversity uses
We compare temporal and spatial diversity and show thaleition coding to transmit orthogonal versions of a signal
in the Iarge-dlversny limit, vector-coded spatial diversitf,om each antenna element. Thd -fold repetition causes
can provide up to a roughly 2.51-dB performance advag- factor of A7 in bandwidth expansion. An early example
tage over either temporal diversity or scalar-coded spati@ yepetition diversity using disjoint frequency bands may
diversity. be found in Brinkely [2]; see also the summary in Jakes
The detailed organization of the paper is as follows. IF10]. More recent examples include the rapid phase sweeping

Section II, we introduce the coded antenna systems evaluag@thngements of Hattori and Hirade [8] and Weerackody [26].

in the remainder of the paper and determine the mutumhe latter method is applied to a direct sequence spread-
information achieved by each. The mutual informations agpectrum system, where (in a certain sense) no additional
compared in the form of outage regions in Section Ill, whergandwidth expansion occurs beyond that already caused by
we establish the fundamental performance gap between vechar spreading.

and scalar coding. In Section IV, we let the channel parametersScalar-coded methods that conserve bandwidth were first
vary with time according to a Rayleigh model, then evaluatatroduced by Wittneben [27], who proposed linear time-
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invariant precoding combined with maximum-likelihood de-
tection. This method is further analyzed and extended by
Winters [25], and Seshadri and Winters [22]. The advantageousxl’k
combination of error-control coding and linear precoding was
recognized by Hiroike, Adachi, and Nakajima [9], who achieve
diversity through block coding and slow phase sweeping. Kuo
and Fitz [12] analyze the performance of the phase-sweepingX,
approach in detail. Finally, in [28], [29], and [20, Ch. 1],
broader classes of linear precoding methods with attractivelransmitter Channel Receiver
Iow-co_mplexny linear receiver structures are developed fe{g. 2. Channel corresponding to vector-coded antenna akday; 2 case.
use with scalar-coded antenna systems.

In addition to our own work [15], the vector-coding ap-
proach, with extensions to both multiple transmit and receiperformance measures of interest depend on these coefficients
antennas, is fully embraced in the recent work of Foschini [4fyrough their individual magnitudegey |, vz, - - -, [evar], not
Foschini and Gans [5], and Tarokh, Seshadri, and Calderb&¥k their relative phases. Furthermore, in some cases the
[23]. These papers aim to realize much of the potential gains@tPendence on these parameters is through the magnitude of
transmitter diversity with computationally efficient encodinghe coefficient vector alone, i.e.,

and decoding strategies. llee|| = \/|a1|2 + |aal? + -+ |aar]?

B. Assumptions In later sections of the paper we adopt a Rayleigh model,

- here th mponen re i.i.d. zero-mean mplex
To analyze the performance limits of both vector-code N e't € compone t.s o are d. zero-mean, comple
ussian random variables, i.e., the componenta dfave

and scalar-coded transmitter antenna systems, we exam'rn?ﬁorm hase and Ravleiah maanitude. This model is gener
the mutual information between input and output over a lon pha yieigh magn - ge
block of symbols, following the approach of Ozarow, Shama ly appropriate when there is no line of sight to the receiver,
and Wyner [18], which corresponds in an approximate sen Qen there are a large number of reflected paths, and when

to the maximum achievable rate of reliable communicatio € ar;ter;‘natielernmedntf alllrewat Ier?s:zmwr?vek:ngtt)h agar&. d
Formally, we define this mutual information as € stochaslic: model aflows perlormance 1o be expresse

probabilistically in terms of the Rayleigh statistics.

1
I=—= lim Iy (2 )
N N—oo C. Vector-Coded Transmitter Antenna Systems
where Iy = I(X1, X5, -+, X n;Y1,Y5,---,Yy) is the mu- |y this section we consider fully unconstrained signaling

tual information between a block oV input and output schemes for the memoryless vector-input scalar-output power-
symbols. The existence of this limit is straightforward t@imited Gaussian channel, which is depicted in Fig. 2 for the

establish in all cases we consider. caseM = 2. With an M-element transmit antenna array, the
We restrict our attention to input codebooks that are digomplex baseband received signal at tiines

tributed according to complex circularly symmetric white -

Gaussian random processes. Gaussian codebooks are appropri- Yi = o Xp+ Vi ®3)
ate because the receiver knowswhich reduces the multiple- whereX ;. = [X1 -+, Xara]" is the input vector and is
element antenna channel to an additive white Gaussian no&%‘?nplex white ée’luss}an noise with variande.

(AWGN) channel; the use of codebooks with independentWhen the components o, are independent, zero-mean

and identically distributed (i.i.d.) components follows fron?complex-valued, circularly symmetric Gaussian random vari-
standard arguments. We emphasize that beamforming s each with variancB|X; 1|2 = €, /M, the outputy;, is

waterfilling methods cannot be applied because the transmit}g;o_mean Gaussian with varianfe||2(€, /M) + No. The
does not have knowledge of the channel parameters. mutual information is then ° '

All analysis is done using a discrete-time channel model

rather than the more physically correct continuous-time, Iopr =h(Y) — R(Y|X)
strictly time-limited, approximately bandlimited model ‘ || ce|[2Es
adopted in Gallager [6]. A development based on the =log| 1+ MN, (4)

continuous-time model resolves a number of technical | )

problems in what follows, such as the use of a finite blockYNich we emphasize depends on the channel parameters only
length channel code with infinite impulse response bandpd8&ugh the antenna gaif||. o , _
filters, but at the expense of a considerably more cumbersome€!€cting the components & to be i.i.d. is not “optimal” in

analysis. Moreover, the conclusions are effectively the sani@Me global sense. Deviating the covariance mafiX X~ |
for a comparison, see [16]. from a scaled identity matrix increases the mutual information

To make our development as broadly applicable as possibl€if the antenna elements are extremely widely distributed relative to the

our initial results below and in Section Il assume no stochasfteragation distance to the receiver, as would be the case if they were placed
del f That i f f . throughout a building, then a more complex model must be adopted that
moael 1or c. at Is, we express performance as a unc“%counts for the strong attenuation of more distant antenna elements. We do

of the coefficients of the realized channel. As we will see, th®t consider this case here.
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Fig. 3. Scalar-coded antenna system via time division. Fig. 4. Scalar-coded antenna system via frequency division.

for some values otx and decreases it for others. Howevergivision is

codebooks for which the components Xf are i.i.d. achieve

the saddle point solution to a max-min problem in which nature Yy = ha Xy + Vi (5a)
chooses a distribution orx to minimize the rate of reliable
communication [16].

An approach to the design of specific codes that asymptot- Pt = Ok mod M)+1- (5b)
ically achieve this mutual information is described in Section _ _ . .
V-A. However, in general, the decoding of the transmitted '€ Mutual information between input and output of this
message from the received signal can be computatione{’?llgiannel* a measure of the ach|e_vable rate of reliable commu-
demanding when such vector codes are used. Therefore, tHif@tion of this coded system, is the average of the mutual
is considerable interest in efficient antenna coding strateglBformations achieved by each antenna element, i.e.,

where

for which low-complexity decoding algorithms are available. 1 M || 2€

The scalar-coded methods we consider next are one such class. Itp = — Z log <1 + #> (6)
M= No

D. Scalar-Coded Transmitter Antenna Systems Analogously, with frequency-division systems, the input

Scalar-coded antenna systems can be viewed as cof&eress{X} is frequency-multiplexed across the antenna
antenna systems that are used in conjunction with lineglements by bandpass filtering indd disjoint bands, each of
“precoding.” The vector input to the channel is transformedidth =/A. This is illustrated in Fig. 4 for the cas®/ = 2.
into a scalar input through a suitably designed single-input, Frequency-division systems convert spatial diversity into
multiple-output linear system; a good code is then designed fegquency diversity: the memoryless vector-input channel is
the associated single-input, single-output composite chanriginsformed into a scalar-input channel with intersymbol in-
In this section, we investigate some important prototypicigrference. In particular, the output of this channel is
examples of such systems.

As in the vector-coded case, for each scalar-coded method, Y= zn: fnXie—n + Vi (7)

we evaluate performance with coding under the constraint . .
that the input sequencéX;} be i.i.d. complex circularly Where the unit-sample responsg has Fourier transform

symmetric Gaussian with energy| X |? = £, per symbol. o, 0< |w| <n/M

1) Time- and Frequency-Division SystemEme and fre- o, /M < |w| < 27 /M
quency division, which are duals of one another, exploit trans- H(w)= . (8)
mit antenna diversity by using linear precoding to generate

orthogonal signals for each antenna element (which remain ay, (M -r/M < |w <.
orthogonal at the receiver, in the absence of intersymbolin the frequency-division case, the mutual information be-
interference or Doppler spread in the channel). As a resultt@feen input and output follows as

this orthogonality, the multiple-element antenna channel can - 9
- 1 & H(w)|
then be analyzed as a set of independent parallel channels. Irp = — log ([1+ 22— }dw
With the time-division approach [22], the input to the 27 Jox No

antenna array is formed by time-multiplexing a scalar-coded 1M i |2€,

symbol stream{X,} across the antenna elements. Symbols M Zlog <1 + T()) ©)

are “dealt” to the antenna elements in a periodic manner, =1

so that Xj is transmitted using antenna elementwhen Comparing (6) with (9) reveals that time division and

k =i (mod M). For example, wherd/ = 2, odd-time inputs frequency division yield the same mutual information. More

are transmitted on antenna element 1 and even-time inputs geeerally, many linear methods that generate orthogonal sig-

transmitted on antenna element 2, as depicted in Fig. 3. nals (that remain orthogonal after passing through the channel)
Time division converts spatial (antenna) diversity into timbave the same characteristic behavior as time and frequency

diversity: the time-invariant vector-input channel is trangdivision.

formed into a periodically time-varying scalar-input channel. The performance of such orthogonal systems can achieve

In particular, the output of this channel employing timéhat of optimized vector-coded antennas only in special cases.
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Fig. 5. Scalar-coded antenna system by time-shiftilg= 2 case. Fig. 6. Scalar-coded antenna system by frequency-shiffifig:= 2 case.

To see this, apply Jensen’s inequality to (6) or (9) and compare-requency shifting, like time division, transforms spatial
to (4): diversity into time diversity. The output of the channel is

Itp = Ivp < IopT Yi =Xy +Va (13a)

with equality if and only if all antenna element gains are equakhere
ie.,

M
1 e
el — hy = ——= Y /™7 kq,, (13b)
|| = lo| = --- = [an]. VM =

2) Time- and Frequency-Shifting System#siother  class  computing the mutual information between input and output
of scalar-coded systems are obtained by a time- or frequengy the frequency-shifting diversity method is slightly more

shifting approach. In contrast to time- and frequency-divisiQRyolved. From (13), over a block oV symbols, the average
systems, these diversity methods do not generate orthogopdkual information is

signals at the antenna elements. N

The time-shifting diversity method [27] sends delayed ver- 1 ol &, 9
sions of a common input signal over the constituent transmit NIN N 2103 1+ FOV”“X” ’ (14)
antenna elements: thgh antenna element carries the input =1
signal {X;} delayed byi — 1 time steps. This system iswhich under the mild technical condition thétis irrational
illustrated for the casé/ = 2 in Fig. 5. [19], converges to

Like the frequency-division system, time-shifting transforms )

spatial diversity into frequency diversity, turning the memo- 1 [" £, M Jny
ryless vector-input channel into a scalar-input channel with {rs =5 [ log | 1+ N, doe o | dw
intersymbol interference: the output of the channel is - i=1
(15)
M
1
Yk = \/—M Z Oéikai+l —|— Vk, (10) as N — 0.

=1 Comparing (15) to (12), we see that time- and frequency-
so that the Fourier transform of the unit-sample response ifting methods achieve the same performance when used
the associated channel is in conjunction with suitably designed codes. Comparing to

(6) and (9), however, we see that the two methods perform
1 " differently than time and frequency division for any particular
Hw)=— Z eI Deq, (12) . ) .
VM — realized channel. To find the cases where time and frequency
= shifting meet the performance of the optimal vector-coded
For the time-shifting method, the mutual information beehannel, apply Jensen’s inequality to (12) or (15) and compare
tween input and output of the scalar channel can be computed(4):
from the frequency response (11) as

Irs = Ips < IopT
M 2

3 il

=1

dw. with equality if and only if at most a single componet of
« IS nonzero.
(12) 3) Randomized System¥Vhile the performance of opti-
mum vector-coded antenna systems depends on the channel
The dual of time shifting is frequency shifting [9], [26], coefficients only through|«||, the performance of the four
which sends modulated versions of a common input sigredalar-coded antenna systems developed thus far depends not
over the different elements of the transmit antenna array: teenply on||e||, but on the magnitudes of the constituent coef-
ith antenna element carries the sighai™¢—V* X, 1, where ficients themselves. In this section, we develop a randomized
6 >0 is an arbitrary modulation parameter. This system @&ntenna precoding strategy for which the associated mutual
illustrated in Fig. 6 for the cas&/ = 2. information depends on the channel coefficients only through

I —i Wlo‘ 1+ &
ST op ) MN,
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B matrix U(a). This rearrangement of (17) yields

1

Xk

N 0
0

By |2 + 1By [ =1

Transmitter Channel Receiver Finally, because the unitary matriX(c)Uy, is equal in distri-

_ _ o bution to Uy, (18) follows.

Fig. 7. Scalar-coded antenna system by random time weighfifig= 2 With the channel expressed in the form (18), the mutual in-

case. formation achieved by random time weighting follows readily

as

[lx||.- As we will see in Section V, this randomization sim- . ,

plifies the code design problem for the scalar-coded antenna Toan = ' loe (1 ||| [Esm () d 21a

system. ran = | log + N, fiuz(n) dn (21a)
The specific system we consider implements a random

time-weighting strategy to transform the vector-input channelheref|,,2 (-) is the probability density function of the squared

into a scalar-input channel. The vector input is generatatagnitude of any entry. of a matrix drawn from the circular

by multiplying the scalar input by a complex-valued, unitunitary ensemble. As developed in Appendix A, this density

magnitude random vectgs,, i.e., takes the form
X = B Xn (16) M —1)(1—np)M-2 0<n<1
" ) = { DI e )
whereB;, = [Bix fox -+ Bumi|? is chosen randomly and ’

uniformly over the surface of th&/-dimensional complex unit ¢ . < o
sphere. We make the weighting vector known at the receiver y

The randomized time-weighting system developed here is
which is readily achieved in practice by selectifig pseudo- 2 ime-welghing sy ve op I

optimum over a broad class of scalar-coded antenna systems

: L fufbse performance depends on the channel only thrfagh

|IIu§trat§d n F|g 7 for the casa/ = 2: . For example, choosin@ according to any other distribution
Like time-division and frequency-shifting methods, random, + ig jeft-invariant under unitary transformation also gives a

weighting transforms spatial diversity into time diversity; the. . 1 information that depends only ¢fa||. However, the
output of the channel is first column of the circular unitary ensemble is the only such

Yy = hi Xe + Vi (17a) distribution with||3]| identically 1, and thus it can be verified
using Jensen’s inequality that all other such ensembles—which
where necessarily allow|3|| to vary—achieve strictly lower mutual
T information.
hi = & By.. (17b) Nevertheless, the randomized scalar-coded antenna system

To evaluate the mutual information associated with thg@nnot achieve the performance of the optimum vector-coded

randomized scheme, we first show that the channel (17) ¢ifenna system on any nontrivial channel. To see this, apply
be conveniently rewritten in the form Jensen’s inequality to (21) and compare to (4):

Yy = ||| pn Xx + Vi (18) Iran < IopT

wherey;, denotes a random variable that is the upper left entiyin equality if and only if||a|| = 0

of a matrix dra;)\1vn"fr_?rrln what |sb|ref¢rr3d f_to Zsbtheh“cwcu'lar Other randomized scalar-coded systems can be developed
unitary ensemble. e ensemble Is defined by the uniaye,; .,nyert spatial diversity to time diversity, though their

distripution on unitary matri_ces that is ‘”_Va”"?‘”t under ey tual informations do not in general depend on the channel
and right unitary transformation [14]. That is, given a randorﬂarameters only throughal|. For example, a randomized

me_ltrlx 4 drawn from the circular unitary ens.emple,_ for_ aMYime-division system selects an antenna element randomly
unitary matrix¢), both QU and U@ are equal in distribution 5 niformly for the transmission of each symbol. A ran-

to U. i , . , ) domized frequency-shifting system selects the phases of the
Equation (18) is obtained as follpws. First, we interggt  5nienna elements independently and uniformly oj@elr)
8;15 th? f'rft cqu_mn ofa ranglom_unltary mattfx drawn from for each symbol. It is straightforward to verify that the mutual
the circular unitary ensemble, 1.e., informations associated with these schemes are identical to
B.=Ux1 0 --- 0] (19) their deterministic co_unt(_arparts. Finally, one can_defi_ne_ a
random frequency-weighting scheme dual to and with similar
Next, we similarly write the vector of coefficients as an properties as the random time-weighting scheme developed in
appropriately normalized unit vector multiplied by a unitaryhis section.
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Fig. 8. Representative outage region boundaries: valudsdf,/€s/No and |aa|\/Es/No that correspond to a mutual information of 1 nat/complex
symbol. For values of a1, «») outside these curves, reliable communication is possible at rate 1; for values inside, attempting communication at rate
1 will result in outage.

E. Repetition-Coded Transmitter Diversity bandwidth is plentiful, simple multiband repeated-transmission

Perhaps the oldest form of scalar-coded transmitter diversi§fthods are quite attractive.
is repetition coding across orthogonal carriers [2], [10]. Unlike
the frequency-division method described in Section 1I-D1, m
repetition expands bandwidth by a factor . Thus for this i o
section only, we deviate from our assumption that bandwidth For the system designer, the performance characteristics

. OUTAGE REGIONS

is conserved. of the methods developed in Section Il may be usefully
We assign each antenna element a separate carrier SfgiPared in terms of their associated outage regions in the
repeat a common scalar-valued symbol across the carrigfiace of channel gain&u|, a|, - -+, lax|. The outage region
Each antenna receivagMth the total power. The effective has the following defining property: within the outage region,
channel model becomes reliable communication is not possible at the desired rate;
outside the outage region, reliable communication is possible
Y. =aXy/M+V, (22) ator above the desired transmission rate. Such outage regions

are delimited by the surface of constant mutual information
whereY;, is an M-vector of channel output symbols at timecorresponding to the target transmission rate.
k, one per carrier, an¥f, is an i.i.d. complex Gaussian vector As a representative example, the outage region boundaries

with varianceNy in each component. for transmission at/ = 1 nat per symbol using/ = 2
The mutual information betweeX andY is easily com- antenna elements are depicted in Fig. 8. The solid inner-
puted as most quarter circfecorresponds to the optimum vector-coded
) antenna system whose performance is given by (4). The
Irgp = log <1 + [ler] 55) (23) dashed curve tangent to the quarter circle|a@t| = [az|
M Ny corresponds to the scalar-coded antenna systems obtained

which, interestingly, is identical to the performanggpr via the time- and frequency-division (orthogonal signaling)

achieved by the optimum vector-coded antenna system (4)§1pproaches, whose performanc_e is given by (6). The dotted
; : " Lo ot lturve tangent to the quarter circle at boik| = 0 and
From this perspective repetition coding is quite ineffi;

cient—no performance benefit is obtained from thefold [ =0 c_orresponds to the scalar-codeq antenna systems
increase in bandwidth. On the other hand, the complex'?btaInGd via the time- and frequency-shifting approaches,

of “minimum bandwidth” vector-coding as described subsé’iyhose performr_;mce is given by (12). Finally, the dash-dotted
. . . : S .~ outer quarter circle corresponds to the scalar-coded antenna
quently in Section V-A2 is comparatively high: it requires

the use of error-correction codes designed for time-varyin
9 y %As noted in Section II-C, deviating from the assumption that each antenna

channels and an/-user de.COder' As a re_sullt, ”.1 appl'Cat'onﬁeceives equal power changes the outage region; for the vector-coded case the
where ultra-low computational complexity is important buduarter circle becomes an ellipse.
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system obtained via the randomized time-weighting methathnstant over a blockTo incorporate the effects of temporal
whose performance is given by (21). diversity we allow coding to span a sequence of blokks

As Fig. 8 reflects, the outage region for the optimum vectots - - -, L, whereay, represents the coefficient vector for block
coded antenna system is strictly smaller than the outageThis model is useful for slow frequency-hopped systems in
regions for the scalar-coded antenna systems. However, nertgch each block of symbols is transmitted on a different band.
of the scalar-coded antenna systems dominates the others fdn Section IV-A, we consider spatial diversity without
all a. temporal diversity, and demonstrate that both vector- and

A useful measure of the benefit of vector coding over scalacalar-coded systems with even modest sized arrays offer
coding is in terms of the additional rate that can be supporteddtamatic performance enhancements over systems without
a given signal-to-noise ratio (SNR), or equivalently in terms @uch arrays. In particular, the use of transmitter diversity
the additional power required to support a target transmissiallows a target rate to be achieved at a given outage probability
rate. For most scalar-coding methods, these measures depeitidl substantially less signal power. In Section IV-B, we
on the individual realized channel parameters. However, foompare spatial to temporal diversity in the limit of a large
scalar coding based on randomized time weighting, thesember of antenna&/ and a large number of blocks Vector
measures are conveniently parameter-independent. Thisatisl scalar coding behave quite differently in these limits: while
because the performance of both vector coding and scalaall cases the outage probability drops to zero, scalar coding
coding via randomized time weighting depend on the chanraid temporal diversity achieve only the capacity of a Rayleigh
parameters only throughe||. fading channel, while vector coding achieves a larger capacity

To determine the additional rate that can be supported usiegual to that of an AWGN channel with the same average SNR.
vector coding over scalar coding in this case, we subtract (21a)

from (4), insert (21b) into the result, and set M=, yielding A, Exploiting Spatial Diversity Without Temporal Diversity

M 1+SNR \ M —1 In the absence of temporal diversity, spatial diversity, in
I — Igran = log i i i
orT — {RAN /0 <1 n zSNR) 1% the form of either vector or scalar coding, has a large impact

on system performance. We measure this impact by the

. (1 _~ )M*2 dz (24) additional power—for a given outage probability—that must
M be transmitted in order to achieve the same rate over an AWGN
where channel having the same average channel gain and noise
y power. We compute this performance loss as a function of the

SNR= ||ex|[*£5 (25) number of antenna elementdg and the target outage proba-

M Ny bility. Measuring performance in terms of outage probability

requires that we know not only the expected value of mutual
information, but the degree of variation of mutual information
about the mean. Specifically, the outage probability associated
eo 1\ _. with any particular transmission rate depends on the tail
lorr — Irax %/0 log <;>e dz =7 (26)  pehavior of the mutual information distribution.

Note that the channels we consider have no capacity in the
where « is Euler's constant—approximately 0.833 bits pefisual sense. Indeed, when finitely many antenna elerdéents
symbol. Hence, when the SNR per antenna element is largee used and the message is described by finitely many blocks
scalar-coded systems require roughlyylog;q¢ ~ 2.51 dB L, mutual information takes values arbitrarily close to zero, so
more signal power to achieve the same outage region as vectpgre is always some nontrivial probability of decoding error
coded ones. As the number of antenna elements decreasesegardless of rate. (See Ozarow, Shamai, and Wyner [18] and
does the performance of both vector-coded and scalar-codeférences therein for a more thorough discussion.)
systems, and in turn the gap between them. For example, wittFor vector-coded antenna systems, it is straightforward to
anM = 8 element array the high-SNR gap is 0.740 bit/'symbeletermine the transmission rafieat which outage occurs with
(2.23 dB), with anM = 4 element array it is 0.649 bit/symbolsome prescribed probability. We assume without loss of
(1.94 dB), and with anM = 2 element array it is 0.443 generality thatE[|o;|?] = 1 for i = 1,2,---, M. Let SM.e
bit/symbol (1.33 dB). denote the threshold ofje||?> at which outage occurs with
probability ¢ for an M-element antenna array, i.e.,

is the per antenna element SNR. For lafgeand SNR> 1,
the difference is

IV. TIME-VARYING CHANNELS P(l|a|? < 6m.) = 27)

In this section we consider a scenario in which the coef- o _
ficient vectora has i.i.d. Rayleigh components (see Sectiofe obtain, via (4), that the vector-coded system achieves the
II-B) and varies in time according to a stationary ergoditrget outage probability of at a maximum rate of
fading model. In this case, both spatial and temporal diversity a1
can, in principle, be jointly exploited through the use of R=log|1+ =52, (28)

. ) ; M Ny
suitably designed coding.

We focus on t'he 'CE?.SG in which the coher'ence t'me of theL‘This assumption may be relaxed if we exclude the scalar-coded diversity
fading process is finite but large, so thatis effectively methods that use temporal filtering.
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Fig. 9. Rate in bits per second versus expected SNR at an outage probabditg 6f01 with an M/ = 2 element array, for both vector-coded antenna
systems and scalar-coded antenna systems obtained by time-shifting, time-division, and random weighting.

TABLE | Section IV-B, the loss approaches 0 dB/&s— oo because
ADDITIONAL SIGNAL POWER 657, /M IN DECIBELS FOR the mutual information for the vector-coded system converges
VECTORCODED ANTENNA SYSTEMS TO ACHIEVE RATE .
OF AWGN CHANNEL WiTH OUTAGE PROBABILITY € almost surely to the AWGN channel capacity.

Similar behavior is achieved through the use of scalar-
coded systems, as we show in the remainder of this section.
Outage probabilities for scalar-coded systems are invariably
larger than for optimized vector-coded ones—regardless of

M|le=10"2]e=10"%]e=10""
1 19.98 40.00 60.00
2 11.29 21.48 31.50

4 6.87 12.37 17.51 the stochastic model or. This follows from our result in
s 440 7.61 10.43 Section Il that the outage region of the optimized vector-
16 2.91 4.91 6.57 ge reg P

coded antenna system lies wholly inside the outage regions
256 0.65 1.06 1.36
of the scalar-coded antenna systems. However, as we now

» ) ) ) ) . illustrate in the case of a simple two-eleméff = 2) antenna
The additional signal power in decibels required to achiev@ay the reductions achievable using scalar-coded systems are

the rate of the corresponding AWGN channel is, thereforgeneraily comparable to those achievable using vector-coded
10log,, (6ar,c/M). This additional power is tabulated forsystems

various values ofM and ¢ in Table I. Calculating these To facilitate the comparison, we begin by noting that

Gzarowet al. [18] have calculated the probabilities of out-

ge—or equivalently, the cumulative distribution functions of
mutual information—that correspond to time-shifting [18, eq.
(2.26b)] and time-division [18, eq. (3.4)]. We compute the

|la||> is the sum of M independent exponential rando
variables, it has ad/th-order Erlang cumulative distribution
function that can be approximated according to

P(llal? < 6) = /" M-l o d cumulative distribution function of the mutual information

= (M —1)! achieved by the random time-weighting method using Monte
> or Carlo simulation. Using these distributions, the maximum rate

5 . . . . .
=e Z pur of reliable communication can be determined as a function of
r=M expected SNR with the outage probability held fixed at any
~ iéj\le—é (29) desired level. The resulting curves are depicted in Fig. 9 for

M! the case of an outage probability of 1%.

for small 6. As Fig. 9 reflects, the gap between random weighting and

As Table | indicates, even an array with a small numbdime shifting is nearly zero, while time division performs
of elements dramatically reduces the power needed to achislightly worse. The optimum vector-coded antenna system
reliable communication. As is typical with other forms of diis somewhat better than random weighting at high SNR; as
versity, the amount of additional power required approximatetierived in Section Ill, withA/ = 2 antenna elements the gap
halves when) is doubled. Moreover, as we will confirm inis about 0.443 bit/symbol or 1.33 dB. Using this result with
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the corresponding entry in Table | we see, e.g., that the scalar-Cr sy (33) for every scalar-coded method described in
coded antenna system based on randomized time-weight8egtion 1I-D, regardless of the number of antennas. Thus
requires at most 11.29 1.33= 12.62 dB more power than augmenting full temporal diversity with spatial diversity yields
the corresponding AWGN channel to support the same ratenat additional performance benefit. We similarly show that
an outage probability of 0.01. Similar calculations can be used M — oo, mutual information also converges gy,

to determine how other entries in Table | change when vectmwnfirming that the performance gap between the vector and

coding is replaced with scalar coding. scalar approaches persists in the large-array limit.
Consider first the limit of infinite temporal diversity and
B. Jointly Exploiting Spatial and Temporal Diversity fixed spatial diversity. Given a stationary ergodic fading

The mutual information achieved by vector coding (4 ded hods h sh ) o th q
immediately generalizes to the case of temporal diversi ed met 0ds have a shannon ca_lpacny equa to the expecte
; . alue of their respective mutual informations. The mutual
spanningL blocks: . . . . N o
informations achieved by time division and frequency division
1 & l|cex]|2Es are equal for alla, hence their expected values are equal.
lorr,L = 7 ZlOg 1+ : (30) Similarly, the expected mutual informations achieved by time
L MN, >Cl
k=1 and frequency shifting are equal. To show that the expected
The mutual information is a function of the random procesalue of the respective mutual informations (6), (15), and (21)
{a;,} and is therefore a random variable itself. of time division, frequency shifting, and random weighting
Consider first the limit of infinite temporal diversity andare equal, we make the following direct argument from the
fixed spatial diversity. As the number of blocl{s spanned channel model.
by the code becomes arbitrarily large, for a stationary ergodicAs discussed in Section [I-D3, time division, frequency
fading procesq e} the mutual information (30) converges toshifting, and random weighting all have the same general form.
the expected value of (4), namely, The channel output is

Corr = E [log <1 + M)} ) (31) YV=a"BX+V (35)

M Ny
Equation (31) may be interpreted as the Shannon capacity\'\fﬂereﬁ is chosen either randomly or according to some

the channel in the usual sense. deterministic pattern. Since in all casg8|| = 1

g;ocess{ak}, with infinite temporal diversity the scalar-

With M = 1 there is no spatial diversity, so that oIB=0fUBL 0 --- of (36)
Yi = a1 1. X3 + Vi (32) ) . )
for some suitable unitary matrik’(3). The components of
Now (31) specializes to « are i.i.d. complex circularly symmetric Gaussian random
oo |2€ variables, hence the distribution afis invariant under unitary
Cray = F [log <1 + = S)} (33) transformation. This implies that” 3 is equal in distribution
to
which is the capacity of an i.i.d. Rayleigh fading channel with
. . . .. T T _
perfect channel state information at the receiver originally o'l 0 - 0 =aq.

derived in [3]. .

Consider next the limit of infinite spatial diversity and fixed 'US 8L — oo, the scalar-coded multiple-antenna systems
temporal diversity. As the number of antenn&s grows to d€Scribed by (35) have the same capacity (33) as the single-
infinity, ||a||?/M converges almost surely to its expecte@menn"’_1 channel (32_)' e e e )
value E|a, |?. Then, for any amount of temporal diversity, Consider next the limit of infinite spatial diversity and fixed

Iopr.r and hence its expected valuépr (31) converge temporal diversity. We argue in the remainder qf this section
almost surely to that for all scalar-coded methods we have considered, mutual

information again converges to the capacity (33) of a Rayleigh

E[|@1|2]55> fading channel
Cawan =log [ 14+ ———— ), 34 ! .
AWGN = T8 < No (34) The result is straightforward to prove for scalar-coded

the capacity of an AWGN channel with the same average SnpYstems obtained by time division: by the strong law of large
As is well known (see, e.g., [13]), the gap between (3 umbers, the mutual information (6) achieved by time-division

and (34) increases with SNR and at high SNR is a maxim stems with an\/-element array converges almost surely to
its expected value.

of 10vlog,qe =~ 2.51 dB. More generally, expected mutua . . :
information (31) increases monotonically within this range A proof for scalar-coded systems obiained by time shift-

with increasingM. Hence, when temporal diversity is fuIIy'ng' gllven n APPe”d'X B, is based on the I:deg that ds
exploited, spatial diversity in the form of vector-coded antenr%et;’_ a_lrge,Hﬁw) n h(}ll) becomes ?tat'St'Ca y w;dependent
systems can further improve performance by up to roughfiy distinct values otu. Integratinglog (1 + [H/(w)[*€, /No)
2.51 dB. Such a gain is small but often worth pursuing. over w then corresponds to adding up an infinite number

The behavior of scalar-coded systgms is q_Uite different. WeSThis result was conjectured in [18] for a system equivalent to the scalar-
show next that ad. — oo, mutual information converges coded system obtained via time shifting.
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of independent random variables, which by the law of large computationally expensive to decode after the constituent
numbers converges to the expected mutual information.  signal sets are rotated, scaled, and summed.

In turn, since the mutual information of the channels using We provide a conceptually useful approach to this code
frequency division and time shifting have a form equivalerttesign problem by converting the vector-input time-invariant
to time division and frequency shifting, respectively, thehannel intoA (approximately) Rayleigh fading channels
arguments above also establish that the mutual informatiahéven by M virtual users. Standard coding methods for
achieved by these methods converge to their expected vaReyleigh channels can then be directly applied.
asM — oc. Finally, in Appendix C, we prove this result for Signaling reliably at the vector-coded optimum rdtg>r

the random time-weighting technique. (4) requires a coded system whose outage region depends
on the channel parameters only through the antenna gain
V. CODE DESIGN AND INTEGRATION ISSUES ||«||. Directly assigning théth virtual user to théth antenna

n thi . di imol tati ts of tﬁlement is, therefore, a bad strategy, for the rate achievable
n this section, we discuss implementation aspects o ? useri depends orja].

coded antenna systems evaluated in this paper. Coding stra &Ve remove this dependence by homogenizing the antenna

gies .for the.vector-. and sc.alar-coded diversity methods ﬁay before transmission. Specifically, we premultiply the
considered in Section V-A; we argue that scalar metho Sctors X, of coded virtual user symbols by matrices

should use channel codes designed for Rayleigh fading, w drawn pseudorandomly—in a manner known to the
vector methods require more sophisticated techniques. eiver—from the circular unitary ensemble. The output
introduce one such technique, based on a virtual multiusoerrthe channel is then

approach, in Section V-A2.
Y =’ U X5 + Vi (38)

A. Channel-Coding Strategies = ||| |B% X1 + Vi (39)

Among the diversity methods considered here, vector-codgflere 38, as given by (19) is the first column of a matrix
antenna systems and scalar-coded antenna systems obtaiegdl the circular unitary ensemble. The channel remains i.i.d.
via random time weighting seem most appealing in termgd memoryless, but, because the componentg,ohave
of robustness and performance. We therefore focus our caHe same marginal densities, each virtual antenna element
design discussion on these two systems, beginning with tf@ntrolled by a component df;) now “looks” the same. We
latter. We consider only spatial and not temporal diversitgssign one virtual user to each virtual antenna element, sharing
the channel parameters are viewed as deterministic andiransmit power evenly, and apply multiple-access coding with
time-invariant. a “stripping”-style decoder. The virtual users operate in a

1) Scalar-Coded Systemsilthough they cannot achievetime-synchronized but otherwise noncooperative fashion.
the full performance of optimum vector-coded systems, scalar-|t remains to prove that the achievable rate of each virtual
coded systems have straightforward practical implementationger depends oa only through||a|| and that the sum of the
In particular, as we now show, the scalar-coded system deriv@shievable rates equalspr. We consider the case of a two-

from random time weighting creates a channel with synthe@emem(M = 2) antenna array; generalization fd > 2 is
i.i.d. fading that approximates Rayleigh fading as the numbetraightforward.

of antenna elements increases, and so a codebook designed fgyith A7/ = 2, successive decoding (stripping) achieves
a Rayleigh fading channel can be used efficiently for at leasiutual informations for the first and second virtual users equal
moderately large arrays. to

To see that random weighting asymptotically transforms |[ce||2]Bon|2E, /2
the vector-input time-invariant channel into a (frequency- Z{ort: =E[10g <1+ 13 )} (40)

) . ) ; No + [|a|[?| B2,k |2 /2

nonselective) Rayleigh fading channel, rewrite (18) from Sec-
tion 1-D3 as and

_ ‘ el 2152, %€5 /2
L | 37) Ioprs = E[log, <1 L (41)

VM
respectively, where expectations are taken g¥grThe first
with Z, = /M. The processZy is i.i.d., zero mean, and yser has lower mutual information due to interference from the
unit variance. AsM — oo, Zj, converges in distribution to a second. As required, (40) and (41) dependaoanly through
circularly symmetric complex Gaussian random variable (Gfs magnitudd |||, hence the rates of the two virtual users can
(45) in Appendix A), as required. The SNR of the synthetige selected so that decoding simultaneously fails wihef
fading channel is determined b§,/N, and the average drops below a prescribed outage threshold.

antenna gair||a||*/M. The sum of the achievable rates is
2) Vector-Coded System®ractical vector codes that ap-

2 2
proach the optimum achievable performance are more chal- lort1 + lorr? IE[log <1 + %)}
lenging to design than the scalar-coding method described ) 0
above. Using, for example, standard quadrature phase-shift = log <1 + M)

keying (QPSK) signal sets on each antenna element in a 2No
straightforward manner results in a received waveform that =IopT
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where the first equality results from combining (40) and VI. DISCUSSION AND CONCLUDING REMARKS

(41), the second follows from the fact thiB[| = 1, and  \ye close with some additional insights and perspectives on

the third from (4). Thus regardless of the realized channglangmit diversity in general and the results of this paper in
performance is never sacrificed by either the random'zat'BBrticular.

(homogenization) process nor the noncooperative nature of
the coding by virtual users.

In terms of its implementation, complexity for this virtua
M-user system is roughh/ times larger than that of a
single-element antenna systéihis means that for a price of Our results on vector- and scalar-coded antenna systems are
roughly twice the complexity, a vector-coded antenna systetfually applicable to a single-user scenario with an unknown
can achieve the performance of the simpler randomized scagfannel coefficient vectar and a broadcast scenario where
coded system with roughly 1.33 dB less power (see Section [ie number of receivers is much larger than the number of
when anM = 2 element array is used. By using progressivel@ray elementg/. If side information is considered, however,
larger arrays, one can reduce the power requirements u ygdamental differences between these two scenarios emerge.
roughly an additional 2.5 1.33= 1.18 dB using such vector In particular, when the goal is to ensure a uniform SNR among

coding, but the cost in complexity per decibel of gain growd large number of receivers, the benefits of side information are
steeply in this regime. inherently rather limited. By contrast, with a single receiver,

power efficiency can be enhanced by a factor of ug4doy
using feedback to send information about the channel to the
transmitter, as we now show.

When Upgrading existing wireless communication systemsConsider the case of a 5ing|e receiver with known
to take advantage of transmitter antenna arrays, the spegifigfectly at the transmitter. The mutual information achievable
performance benefits of vector- and scalar-coded syste@ith such side information follows as a special case of
must be weighed against the cost of the system modificatiafge results of Salz and Wyner [21]; mutual information is
required to realize these enhancements. In this section, W@ximized by what can be viewed asamformingi.e., by

IA. Ideal Beamforming: Transmitter
Arrays with Side Information

B. Adding Diversity to Existing Systems

comment on some of the tradeoffs involved. setting

To begin, it is important to recognize that the scalar- .
coding technigues we have described are considerably easier to X = O‘_X (42)
integrate into existing systems than vector-coding techniques. |l

Moreover, while our development of scalar-coded antenfgere X is a zero-mean complex Gaussian random variable

systems has emphasized discrete-time implementations, {ith varianceE|X|? = &,. The channel output is then
plementations in continuous time at passband are a convenient

way to upgrade a system designed for a single-element antenna Y =|lo||X+V (43)
to use transmitter diversity via a multiple-element array.

To realize the full performance gain possible with suc
an array requires that the transmitter and receiver processing
be subsequently redesigned for the (artificially created) time-

varying channel. In principle, this need not be too difficult; _ . .
ying b P Eompanng with (4), we see that when the transmitter knows

ﬁnd the resulting mutual information is

o2&,
IgvmF = 10g <1 —+ w) . (44)
No

the time variation follows a pattern known to the receiver, s Hicient ' ¢ t level of mutual inf i
channel identification is no harder than learning the slow € cboe |cr|](_en \:jec 9[:' af a[ged;\lle of mu uathln orma_|or(1j
varying coefficient vectokx. Moreover, more modest gains an be achieved with a factor €SS power than require

are possible even without such redesign. Likewise, for bé@f a yector-c_oded antenna system n_ot h.aving sugh transmitter
performance, the error-correction portion of the system nee ge information. For large arrays this difference is dramatic.

to be redesigned for use in conjunction with the associat bstan_tlal gains are still possible even when only partial side
Information is available, as shown in [17].

ding, although i ti boptimal codi b .
precocing, athough In pracice SUbopima’ coding can be us he factor of M SNR enhancement provided by feedback

to realize more limited but still significant benefits. In fact, b derstood as foll With ideal b forming. th
the linear precoding systems described in this paper, or m¢fd! b€ understood as foflows. With ideal beamforming, the co-

generally those developed in [29] and [20, Ch. 1], provid‘\‘éa”ancs,,mamx c()th h?s rar;’lél, W'tzzth? p()jr|n(:t|pal ;ompo?eni

a substantial performance benefit even when used WithoﬁEeere In the direction o as (42) indicates. oy contrast,

coding. instead of steering the antenna beampattern in a particular
direction, vector-coded antenna systems create a field that is

spatially white: the covariance matrix &f is a scaled identity

6Given the convexity of mutual information it may seem paradoxical th%hatrix; the curves of constant likelihood are spheres, and the

converting a time-invariant channel into a time-varying one does not degr . - - . - .
performance. The resolution to this conundrum is that s|h8g|| = 1, the aﬁg\cnon of energy inX in the direction ofa is always1/M.

two virtual channels do not fade independently: when one is good the otherFrequency shifting, time division, and random time weight-

is bad, and the full antenna gain is used at all times. |ng imp|ement a form of time_varying beamforming_in par-
"Conveniently, the channel identification and power-control problems Ndicular, for each symbol a rarkcovariance matrix\ is chosen

mally associated with stripping are not as severe as with altfugser system ' L

because the multiple virtual users arise from the coordinated action of a sin&ﬁé X, where the prlnC|paI component of follows a pattern

user. that depends on the method. When the principal component
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happens to be closely aligned with the direction eof(or From these perspectives, the results of Section VI-A help
a phase-shifted version thereof), then essentially optimumdge the gap between results in the diversity and direc-
SNR is achieved. For other principal component choices, ttiee array literature. More generally, the distinction between
signal is highly attenuated. This results in loss in performandéversity and directive arrays blurs in many applications.
compared to ideal beamforming; that scalar coding perforrier example, in a diversity setting, as bandwidth increases,
worse than vector coding is due to the higher variability. multiple paths may begin to resolve, rendering a stochastic
model invalid. In a beamforming setting, as the number
of transmit antenna elements increases and the power per
B. Diversity Versus Directive Arrays antenna element decreases, channel identification becomes

In the preceding section, we developed a transmissigipre difficult, making the assumption of perfect channel
strategy we found convenient to refer to as “beamforminglgnowledge unrealistic. Ultimately, the achievable performance
terminology that arises more frequently in the directive arrd§ such cases depends critically on the channel model.
literature than in the diversity literature. More generally, the
communication and signal processing literature loosely usés Open Problems

terms such as “diversity,” “directive arrays,” and "beam- as an emerging research area, many important and interest-
forming” to describe the ways in which a multiple-elementg aspects of the design of coded antenna systems remain to
antenna—at either the transmitter or receiver—can be us&g explored. We close by summarizing just two of the more
to improve communication. There appears to be no widehpyious issues that warrant further investigation.
accepted definitions of these terms, and, interestingly, therirst our work has not considered the effects of a channel
literature on diversity is often conceptually orthogonal to thafitn limited coherence time or coherence bandwidth. It would
on beamforming; compare, for example, Jakes [10] to Johnsga \orth exploring the possibility of a general theory that
and Dudgeon [11]. To allow our results to be appreciategows time diversity, frequency diversity, and spatial diversity
in the context of this broader literature, we discuss in thig pe jointly exploited through a simultaneous conversion of
section how the difference between diversity and beamformiggese sources of variability into something resembling an i.i.d.
is not so much in their methods, but rather in their mOde“”lQayleigh fading channel with slowly varying SNR.
assumptions for the channel. _ _ Second, the problem of channel identification at the receiver
In the traditional directive array or beamforming scenariqeeds to be explored in more detail. For a time-varying
there is no stochastic model for the channel parameters channel, the identification problem will become increasingly
Rather, there is a dominant direction of arrival for the signalifficult as the number of antenna elements increases and
which in turn implies that the components of have a poer is spread more thinly among these elements. Dimin-
particular parameterlzed structure, and the antenna is assuri_gﬁfhg returns will eventually set in; an incorrectly designed
to know the arrival angle almost perfectly. The array pattern igstem might even deteriorate with additional antenna ele-
adjusted by manipulating the gains and phases of the antefiigs. To fully understand this issue would require a theory of
elements, or, more generally, by combining the array with @mmunication over channels on the margin of identifiability.
multiple-input or muIUpIe—outpyt linear filter. For a transmityhile this theory does not presently appear to exist, recent
array, the channel knowledge is used to focus as much enegg¥jiminary work [7], [24] suggests a framework that might be
in the direction of the receiver as possible. For a receivgjapted to exploring these issues. We anticipate results in this

array, the gain of the antenna is maximized in the directiofyes having important implications for future system design.
of the transmitter. By reciprocity, transmitter and receiver

beamforming have the same performance, e.g., the same SNR
or mutual information (44).

In traditional diversity scenarios, on the other hand, a
stochastic model for the channel parameterss inherently
assumed. This stochastic model is typically derived assumingTlo evaluatef|,,- (-) in (21b), note thaf: is a component of a
a large number of multipath reflections, so that signals dector chosen randomly and uniformly over the surface of the
not have a meaningful notion of direction of arrival and theomplex unit sphere. Such a vector can be generated taking
components o& are comparatively much less correlated. A8 vector with zero-mean i.i.d. complex Gaussian components
with beamforming, the array pattern is adjusted by manipula@nd scaling it by its norm. Thug may be written as
ing the gains and phases of the antenna elements. However, eh
most typically the arraydoes nothave full knowledge of W=
the channel: the phases are generally unknown while the VIGP +1GoP + -+ +[Gu?

characterization. In other words, the array is free to chooggmmetric Gaussian random variables. The squared magnitude

an antenna directivity pattern, but it does not know whegg 5 complex circularly symmetric Gaussian is exponentially
the peaks and nulls will fall. The receiver usually has moigstributed, and henck:|2 may be written as

information about the channel than the transmitter, which
means that transmit and receive diversity may behave quite uf? = Ey (46)
differently. Ei+Ey+---+ Ey

APPENDIX A
DENSITY OF MATRIX ELEMENT FROM
CIRCULAR UNITARY ENSEMBLE

(45)
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where E1, E>,---,Ey are ii.d. exponential random vari- Therefore, by the Lebesgue Dominated Convergence The-
ables. The density function (21b) follows in a straightforwardrem
manner.
hm E[ITS]
APPENDIX B
TIME-SHIFTING DIVERSITY AS M — 00 oJim E 103(1+ | Har (w1)[?)

In this appendix we show that for the time-shifting diversity log (1 + |HM(w2)|2)} dwy duws.
scheme, as the number of transmittéfsincreases to infinity,
mutual information converges in mean square to its expected (56)

value.
The mutual information of ad/ transmitter channel em-
ploying time shifting diversity is given in (12). Without loss lim Ellog (1 + |Hp(w1)]?) log (1 + |Hpr(w2)|?)]

of generality we will assume that, /Ny = 1. Then
generallty @ /No — Bllog (1+ [H:[*)]Ellog (1 + [Ha2)]  (57)

It remains only to establish the following limit:

1 7 )
Irs = o ) log (14 [Hy (w)[7) dw (47) whereH; and H, are independent Gaussian random variables
h with mean zero and variandg]|«; |?]. Indeed, using (57) with
where u (56) we obtain
X (i : N

Hy(w) :;\/—MG s, (48)  lim E[Ifg] = (Eflog (1+|H.])* = (Ellxs])*  (58)
Recall that the coefficients; are i.i.d. zero-mean complexand thus
Gaussian random variables. This implies thB{;(w) is also lim o2 _=0. (59)
a complex Gaussian random variable with mean zero and M—co T
variance Fla; |2. To establish (57), we first show that in the limit &6 — oc,

We will show that as the number of transmitters increases,;(w;) and Hy;(w2) are uncorrelated for alb; # wy €
to infinity, the mutual information converges to its expectepl-, ).

value
L E[Hy(w1)Hyy(w2)]
lim — log (1 4+ |Hp(w)]?) dw = Eflog (1 + |a1]®)]. M M
M—oo 27 _x ( | JW( )| ) [ ( | 1| )] - B Z (&7 e—jwl(i—l) 473 e—jwz(k—l) (60)
(49) - vM - VM
It is sufficient to show that the variance &fs goes to zero: i i [060%] s ti-1) a1 61)
]\}ii)noo U%TS =0. (50) le k=1
To calculate the variance aofrs as M — oo, we first _ Z Ef|oi|’] i (w1 —w2)(i=1) (62)
calculate ~ M
1 B —jlwr—w2)(M+1) _
E[I%s] =5F [/ log (1 + |HM(W1)|2)dw1 = ! . . : 1, (63)
4m - M(G—J(Wl—wz) -1
. / log (1 + |H]\4(U.J2)|2)duJ2:| (51) Therefore,
1o lim E[Hp(w1)H(w)] = 0 (64)
—2/ / E|:10g(1 + |HM(w1)|2) M—oco M
e , for all wy, wy such thaty; # wo ( mod 27). Thus asM — oo,
~log (1 4 [Hpy(w2)] )} dwy dwz.  Hy(w)) and Hys(ws) converge in distribution to independent
(52) Gaussian random variables.
) ) . Convergence in distribution is not enough for our needs.
The integrand in (52), i.e., Let Xps = Hp(w1), Yar = Hy(ws), X = Hy, andY = H.
Ellog (1 + |Hu(w)[)log (1 + [Har(ws)]?)] We have shown that in the limit a® — oo, (X, Y) —

(X,Y) in distribution. By Skorohod’s Theorem [1, Theorem
is bounded. To see this, we use the Schwartz Inequality a@ng] we can construct random varlabl(aXM,YM) and

the fact thatlog (1 + 2%) < 2 (X,Y) such that:(Xy,Yy) and (X, Yy ) have the same
Elog (14 |H(wy))? )1Og(1 + |Har(w2)|?)] distribution for eachM, (X,Y) and gX l{) have th_e_ same
< {Eflog (14 |Ha (1)) 1/? _(Ij_lsérrlgyot:gn and(X,;,Yy) — (X,Y) with probability 1.

{Ellog (1 + [Har(w2)|?)]* /2 (53 . S, o
< {E[Hy(w) Y2 LE Hy(wo)| 112 (54) A}linoolog(l + [ Xas|?) log (14 [Yar|7)
= 3[E|a1]*]? < oc. (55) =log(1+ |X|2)10g(1 + |Y|2) (65)
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with probability 1. If we can take expectations, (57) is proven. Observe thak’; converges in distribution to an exponential

From [1, Theorem 25.12], ffog (1 + | X/ |?)log (1 + |[Var|?)
is uniformly integrable forM > 1, then

A}gnmE[log(l + | Xn[?) log (1 + [Yar|?)]
= Eflog (1 + |X|)]E[log (1+ [Y]?)]. (66)

From [1, p. 338], random variables,, are uniformly inte-
grable if

lim sup / | Zpr| dP = 0. (67)
T M J[|Zm|za]

If sup,; E[|Zam|tT¢] < 0o for some positiver, then theZy,
are uniformly integrable because

1
[ izulaP< L Blzult) e
[1Zn]>a] o
which goes to zero as — «o. Let
Zyr =log (1 + | Xn]?) log (14 |Yar|?)
and ¢ = 1. Then using the Schwartz inequality

sup E{flog (1 + | X )P log (1 + [Yar )P}

< sup E[| Xy|*Yar[*] (69)

< sup (E[| X0 5D (B[] (70)

< 00. (71)
APPENDIX C

RANDOM TIME WEIGHTING AS M —

In this appendix we show that for the random time-

random variablel” with mean1, Y}, similarly converges to
an exponentialy”’, and X,; converges tol as M — cc.
Paralleling Appendix B, we apply Skorohod’s Theorem [1,
Theorem 25.6] to construct random variab(és,, Z},) and
(Z, Z/) such that:(X]wY]w, X]\4YJ(4) and (Z]w, ij) have the
same distribution for each/, (1-Y,1-Y") and(Z, Z’) have the
same distribution, an@z;, Z,,) — (Z, Z) with probability 1.

Then

A}im E[IR,\] = A}im Ellog (1 + Zp)log (1 4+ Zy)] (77)

= B[ Jim 1oz (1+ Zas)log (1+ Z3y)] (78)

= FElog(1+ Z)log(1+ Z")] (79)
= Eflog (1 + 2))? (80)
= A}igloo E[Igan]? (81)

where (78) follows from uniform integrability and (80) follows
because”Z and Z’ are independent and identically distributed.
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