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Multiobjective Space Search Optimization and Information 
Granulation in the Design of Fuzzy Radial Basis Function Neural 

Networks   
 
 

Wei Huang*, Sung-Kwun Oh† and Honghao Zhang*  
 

Abstract – This study introduces an information granular-based fuzzy radial basis function neural 
networks (FRBFNN) based on multiobjective optimization and weighted least square (WLS). An 
improved multiobjective space search algorithm (IMSSA) is proposed to optimize the FRBFNN. In the 
design of FRBFNN, the premise part of the rules is constructed with the aid of Fuzzy C-Means (FCM) 
clustering while the consequent part of the fuzzy rules is developed by using four types of 
polynomials, namely constant, linear, quadratic, and modified quadratic. Information granulation 
realized with C-Means clustering helps determine the initial values of the apex parameters of the 
membership function of the fuzzy neural network. To enhance the flexibility of neural network, we use 
the WLS learning to estimate the coefficients of the polynomials. In comparison with ordinary least 
square commonly used in the design of fuzzy radial basis function neural networks, WLS could come 
with a different type of the local model in each rule when dealing with the FRBFNN. Since the 
performance of the FRBFNN model is directly affected by some parameters such as e.g., the 
fuzzification coefficient used in the FCM, the number of rules and the orders of the polynomials 
present in the consequent parts of the rules, we carry out both structural as well as parametric 
optimization of the network. The proposed IMSSA that aims at the simultaneous minimization of 
complexity and the maximization of accuracy is exploited here to optimize the parameters of the 
model. Experimental results illustrate that the proposed neural network leads to better performance in 
comparison with some existing neurofuzzy models encountered in the literature.    

 
Keywords: Fuzzy Radial Basis Function Neural Networks (FRBFNN), Improved Multiobjective 
Space Search Algorithm (IMSSA), Information Granulation (IG), Weighted Least Squares (WLS)   

 
 
 

1. Introduction 
 

Fuzzy Radial Basis Function Neural Networks 
(FRBFNNs) has been utilized in numerous fields for 
engineering, medical engineering, and social science [1, 2]. 
They are designed by integrating the principles of Radial 
Basis Function Neural Networks (RBFNNs) and invoking 
the mechanisms of information granulation provided by the 
Fuzzy C-Means (FCM). There are two main and 
conflicting objectives guiding the design of FRBFNNs. 
One is the accuracy of the network (to be maximized) and 
another one is its complexity (to be minimized). The 
objective of any effective learning method is to develop 
accurate, simple, and interpretable FRBFNNs. In the 1990s, 
the emphasis of neurofuzzy modeling was clearly 
positioned on accuracy maximization. As powerful 
optimization tools in many science fields [3, 4], various 
evolutionary algorithms have been proposed to improve the 
accuracy of models including such as Genetic Algorithms 

(GAs), Particle Swarm Optimization (PSO), and Genetic 
Programming (GP) [5-7]. Those methods usually help 
improve the accuracy, while the complexity of the model 
increases as a result of the accuracy maximization. Some 
researchers attempted to simultaneously optimize the 
accuracy and the complexity of the fuzzy models [8, 9]. 
Evidently, in such circumstances one has to become aware 
of the accuracy-complexity tradeoff. Recently, the accuracy 
maximization and complexity minimization have been 
often cast in the setting of multi-objective optimization. A 
number of evolutionary algorithms (EAs) have been 
developed to solve multi-objective optimization problems 
such as NSGA-II [10], IC-MOP [11], and so on [12, 13]. 
These EAs are population-based algorithms, which allow 
exploring simultaneously different segments of the Pareto 
front. As a result, multiobjective optimization techniques 
have been applied to the design of fuzzy models striving 
for their high accuracy and significant interpretability [14-
18]. In our previous study [19], we introduce a FRBFNN 
based on a multi-objective space search algorithm. This 
work provides some enhancements of the neural network. 
Noticeably, some constrains of this neural network are as 
follows: (1) there is only a single type of all polynomials of 
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the consequence part of fuzzy rules, so the flexibility and 
predictive ability are limited; and (2) the C-means method 
is exploited to construct fuzzy rules, yet the information of 
the dataset is not adequately abstracted for the design of 
fuzzy rules.  

In this paper, we introduce a fuzzy radial basis function 
neural networks based on information granulation and 
multi-objective optimization. While this is an extended 
work of [19], here we use a modified FRBFNN and 
propose an improved multi-objective space search 
algorithm (IMSSA) to optimize this FRBFNN. The 
resulting FRBFNN addresses the two limitations 
mentioned above. On the one hand, information 
granulation and resulting information granules themselves 
become an important design aspect of fuzzy rules. With the 
use of information granulation, the information of the 
dataset is efficiently used for the design of fuzzy rules. On 
the other hand, instead of the ordinary least squares (OLS) 
that was commonly used in FRBFNN, the weighted least 
squares (WLS) method is exploited here to estimate the 
coefficients of the consequent’s polynomials. With the use 
of WLS, FRBFNN exhibits different types of polynomials, 
which can vary from one rule to another.  

 
 
 

2. Architectures and Learning of the FRBFNN 
 
In “conventional” RBFNNs, the output of the RBFNN 

comes as a weighted sum of the activation levels of the 
individual RBFs. RBFs realized in the form of some 
Gaussian function are the activation functions of hidden 
nodes. Fuzzy clustering may be used to determine the 
number of RBFs, as well as a position of their centers and 
the values of the widths [20]. The gradient - method or the 
least square algorithm is used to realize parametric learning 
to deal with the conclusions of the rules [21, 22]. In 
comparison with Fuzzy inference systems (FIS), the 
number of the RBF units is equal to the number of the 
fuzzy “if-then” rules present in the FIS. Unlike RBFNNs, 
in FRBFNNs the FCM is used to form the receptive fields 
(RBFs), and the RBFs do not assume any explicit 
functional form (such as Gaussian, ellipsoidal, triangular 
and others). The FRBFNN has the advantage by providing 
a through coverage of the entire input space. Given the 
zero-order polynomial used as a local model, the resulting 
accuracy of the model becomes limited. 

  
2.1 Architecture of FRBFNN Based on IG and WLS  

 
This section we discuss the FRBFNN whose architecture 

is extended by IG and WLS. In essence, information 
granules [23-25] are viewed as highly related collections of 
objects (data points, in particular) drawn together by some 
criteria of proximity, similarity, or functionality.  

Fig. 1 illustrates a comparison of two different types of 

FRBFNN. In the IG-based FRBFNN, information granules 
(the centers of individual clusters) and activation levels 
(degree of memberships) are determined by means of the 
FCM. As shown in Fig. 1, it is clear that the difference 
between the IG-FRBFNN and our previous FRBFNN [19] 
arises at the consequent part of fuzzy rules.  

The FRBFNN based on IG (see Fig. 1(b)) can be 
represented in form of “if-then” fuzzy rules  
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Fig. 1. Comparison of two different types of FRBFNNs
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… vil]T is the ith prototype.  
Four types of polynomials, namely a constant type (a 

zero-order polynomial), linear type (a first-order 
polynomial), quadratic type (a second-order polynomial), 
and a modified quadratic type (a modified second-order 
polynomial) are considered as the type of consequent part 
of fuzzy rules. One of the four types is selected for each 
sub-space as the result of the optimization, which will be 
described later in this study. We stressed that the RBFNN 
using IG does not suffer from the curse of dimensionality 
(as all variables are considered en block). As a result, more 
accurate and compact models with a small number of fuzzy 
rules by using high-order polynomials may be constructed. 
Here we admit the consequent polynomials to be in of one 
of the following forms 

Type 1 Zero-order polynomial (constant type):  
 

 1 0( , , , )j k kl i jf x x a=v"  
 
Type 2 First-order polynomial (linear type): 

 
1 0 1 1 1( , , , ) ( ) ( )j k kl i j j j jk k jkf x x a a x V a x V= + − + + −v" "  

 
Type 3 Second-order polynomial (Quadratic type):  
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Type 4 Modified second-order polynomial (Modified 

Quadratic type):  
 

1 0 1 1 1

( 1) 1 1 2 2 ( ( 1) / 2) 1 ( 1)
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The determination of the numeric output of the model, 

based on the activation levels of the rules, is given in the 
form 

 

 1
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Next, we consider the design of IG-based FRBFNN by 

means of WLS. A comparison of OLS and WLS in the 
design of IG-based FRBFNN is shown in Fig. 2. Both OLS 
and WLS can be used to estimate the coefficients of the 
consequent part of fuzzy rules. However, OLS can only 
deal with the same polynomial types of consequence part 
of fuzzy rules, while WLS can handle the different 
polynomial types of consequent part of fuzzy rules. 

 
 

2.2 Learning of the consequent part of the FRBFNN  
 
Regarding the learning of the consequent part of the 

rules, we consider two types in this study. One is the 
ordinary least squares method (OLS), while the other is a 
weighted least squares method (WLS). 

 

 
(a) Use of OLS 

 

 
(b) Use of WLS 

Fig. 2. Comparison of OLS and WLS in the design of IG-
based FRBFNNs:  

 
2.2.1 OLS Learning  

 
OLS is a well-known global learning algorithm that 

minimizes an overall squared error JG between output of 
the model and the experimental data.  

 

 
2

1 1
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G k ik i k i
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∑ ∑ x v     (3) 

 
where ikw  is the normalized firing (activation) level of the 
i-th rule, iv is the prototype (centroid), kx  and ky  are 
input data and output data, respectively. 

The performance index GJ  can be expressed in a 
concise form as follows 
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 ( ) ( )T
GJ = − −Y Xa Y Xa             (4) 

 
where a  is the vector of coefficients of the polynomial, 
Y  is the output vector of real data, X  is matrix which 
rearranges input data, information granules (centers of each 
cluster) and activation level. In case all consequent 
polynomials are linear (first-order polynomials), X  and 
a  can be expressed as follows 
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The optimal values of the coefficients of the consequent 

are determined in the form 
 

 1( )T T−=a X X X Y             (5) 

 
2.2.2 WLS Learning  

 
The WLS method is to determine the coefficients of the 

model through the minimization of the objective function 
LJ . The main difference between the WLS and OLS is the 

weighting scheme, which comes as a part of the WLS and 
makes its focused on the corresponding local model. 
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The performance index LJ  can be rearranged as  
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where ia  is the vector of coefficients of ith consequent 
polynomial (local model), iW  is the diagonal matrix 
(weighting factor matrix) which involves the activation 
levels. iX  is a matrix which includes input data shifted by 
the locations of the information granules (more specifically, 
centers of clusters). In case the consequent polynomial is 
Type 2 (linear or a first-order polynomial), iX  and ia  
read as follows 
 

 

1

2

0 0
0 0

0 0

i

i m m
i

im

w
w

w

×

⎡ ⎤
⎢ ⎥
⎢ ⎥= ∈ℜ
⎢ ⎥
⎢ ⎥
⎣ ⎦

W

"
"

# # % #
"

, 

11 1 1

12 1 1

1 1

1 ( ) ( )
1 ( ) ( )
1
1 ( ) ( )

i l il

i l il
i

m i lm il

x v x v
x v x v

x v x v

− −⎡ ⎤
⎢ ⎥− −⎢ ⎥=
⎢ ⎥
⎢ ⎥

− −⎣ ⎦

X

"
"

# % #
"

, 0 1[ ]i i i ila a a=a "  

 
For the local learning algorithm, the objective function is 

defined as a linear combination of the squared error being 
the difference between the data and the corresponding 
output of each fuzzy rule, based on a weighting factor 
matrix. The weighting factor matrix, iW , captures the 
activation levels of input data to ith sub-space. In this sense 
we can consider the weighting factor matrix to form a 
discrete version of the fuzzy linguistic representation for 
the corresponding sub-space.  

The coefficients of the consequent polynomial of the ith 
fuzzy rule can be determined in a usual manner, namely  

 
 1( )T

i i i i i i
−=a X W X X W Y            (8) 

 
Notice that the coefficients of the consequent 

polynomial of each fuzzy rule are computed independently 
using a certain subset of the training data. These 
computations can be implemented in parallel and in this 
case the overall computing load becomes unaffected by the 
total number of the rules. 

 
 
 

3. Multiobjective Optimization of the FRBFNN 
 
The objective of learning method is to develop the 

FRBFNN satisfying the criteria of accuracy as well as 
simplicity (complexity). The complexity of the model can 
be expressed through the rate of interaction between the 
local models, an issue being closely related with the so-
called overlapping criterion [26]. As far as the structure of 
the FRBFNN is concerned, there are two components to be 
considered (optimized), i.e., the number of fuzzy rules, and 
the order of polynomial in each consequent part. With 
regard to parameter identification, there is an adjustable 
fuzzification coefficient used in the FCM. These three 
components affect the performance of the FRBFNN and 
have to be optimized. Hence, the goal of multiobjective 
optimization of the FRBFNN is to determine a value of the 
fuzzification coefficient, the number of fuzzy rules and the 
type of polynomial being used in each conclusion part of 
the rules by simultaneously maximizing the accuracy and 
minimizing the complexity of the model. Here we consider 
the structural as well parametric optimization realized 
within the framework of an IMSSA. We start with the 
introduction of IMSSA and then discuss the arrangement 
and interpretation of the solutions and multiobjective 
functions used for the optimization of the FRBFNN. 
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3.1 Improved multi-objective space search algorithm  
 
Generally, multiobjective optimization generates a 

Pareto front, which is the set of non-dominated solutions. A 
solution is said to be non-dominated if it is impossible to 
improve one objective of the solution without worsening at 
least one other objectives which is presented in the 
problem. In this section, we develop an improved 
multiobjective space search algorithm (IMSSA). 

We first introduce the single-objective space search 
algorithm (SSA), an adaptive heuristic optimization 
algorithm whose search method comes with the analysis of 
the solution space [27, 28]. The idea of the SSA comes 
from the analysis of the solution space. In fact, a 
precondition should be satisfied when evolutionary 
algorithm can find the optimal solution. The precondition 
is that, in most of local areas, a point (solution) and the 
other points located in the point’s adjacent space have the 
similar values of the objective function (fitness values). In 
other words, in most of local areas, a solution with better 
fitness is closer to the optimal solution. Fig. 3 depicts the 
comparison of two different optimization problems using 

the genetic algorithm (GA). 
The search method of SSA is based on the operator of 

space search, which generates two basic steps: generate 
new subspace (local area) and search the new space. 
Regarding the generation of the new space, we consider 
two cases: (a) space search based on M selected solutions 
(denoted here as Case I), and (b) space search based on the 
current best solution (Case II).  

To improve the performance of SSA, we developed a 
new spacer search operator of Case I with the aid of an 
orthogonal approach [29]. The salient feature of this new 
operator is to incorporate an experimental design method 
called orthogonal design into the space search operator of 
SSA. As a result, it can search the solution space more 
efficiently and it is well suited for parallel implementation. 

The steps that generate new solutions using this space 
search operator are as follows:  

Step1. Record the M selected solutions for space search 
in a set mP  

Step2. Generate a new solution set 1mP , where a new 
solution of the set ija  is generated by using the orthogonal 
approach. 

Step2.1. Set log (( 1)* 1)QJ Q n= − + , where Q  is the 
factor of orthogonal experiments and we fix it as 5.  

Step2.2. Set (( 1) / ) mod ,J k
ija i Q Q−= −  where 

1 12,3,..., , 1, 1,2,...,
1

k
JQk J j i Q

Q

− −
= = + =

−
.  

Step2.3. Calculate the basic column of M solutions by 
using the following expression: 

 
 ( 1)*( 1) ( * ) modj s ja s Q t a t a Q+ − − + = +  
 

where 
1 12,3,..., , 1, 1, 2,..., 1,

1

kQk J j s j
Q

− −
= = + = −

−
 and 

1,2,..., 1.t Q= −  
Step3. Selected M solutions with best fitness from 

1m mP P∪ . 
With understanding of the improved SSA, we can 

develop an IMSSA. As so far, several techniques have been 
incorporated into multi-objective optimization algorithms 
in order to improve convergence to the Pareto front as well 
as produce a well-distributed Pareto front. These 
techniques include elitism, diversity operators, mutation 
operators, and constraint handling. The technique of non-
dominate sort with the aid of the crowding distance [11] is 
used in the IMSSA. The details are presented in Table 1. 
The operator of the search space is realized by means of 
the following two basic steps: we generate a new subspace 
(local area) and realize search therein. The non-dominated 
sort is realized with the aid of estimation of the crowding 
distance among solutions in the current solution set. The 
termination condition of the IMSSA is such that all the 
solutions in the current population have the same fitness, or 
terminate after a certain fixed number of generations. 

 

(a) A problem that is adapted to use GA 
 

 
(b) A problem that is not adapted to use GA 

Fig. 3. Comparison of two types of optimization problems
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Table 1. The flow of computing of the IMSSA 

BEGIN 
Initialize the solution set S (population) 
Evaluate each solution in the solution set S 
Sort all current solutions in S with the aid of non-

domination strategy 
While { the termination conditions are not met } 
Select the solutions from S 
Search solution space (case I) 
Search solution space (case II) 
Sort all current solutions in S with the aid of non-

domination strategy 
End while 
Report the optimal solutions 
End 

 
3.2 An Arrangement and Interpretation of Solutions 

 
In the IMSSA, a solution is represented as a vector 

comprising the fuzzification coefficient, the number of 
fuzzy rules and the type of polynomial standing in the 
consequent part for each fuzzy rule as illustrated in Fig. 4, 
The length of the solution vector corresponds to the 
maximal number of fuzzy rules to be considered in the 
optimization.  

Fig. 4(b) offers an interpretation of the content of the 
particle in case the upper bound of search space of the 

fuzzy rule is set to 6. As the number of rules, and the orders 
of the polynomials have to be integer number, we round off 
these values standing in the particle to the nearest integer. 
The fuzzification coefficient is 3.2, while the number of the 
rule is 4. The first local model is of constant type while the 
other three local models are linear and quadratic. 

 
3.3 Objective Functions of the IG-FRBFNN 

 
Three objective functions are used to evaluate the 

accuracy, the complexity and the interpretability of an IG-
FRBFNN. These three objective functions are mean 
squared error (MSE) or the root mean squared error 
(RMSE), entropy of partition and the total number of the 
coefficients of the polynomials to be estimated, 
respectively.  

The MSE and RMSE serving as the accuracy criterion of 
the IG-RBFNN are given as 
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To evaluate the structural complexity of the model, we 

consider the entropy of the partition [15]. The entropy of 
partition reflects a degree of overlap between the regions of 
the fuzzy sets. Considering all samples of the training 
dataset, the entropy of the partition reads as 

 

 
1 1

log( )
n m

ik ik
j k

H w w
= =

= −∑∑      (10) 

 
As a measure of simplicity, we consider the overall 

number of coefficients of the local models, which is 
computed as  

 

 
1

n

i
j

N C
=

= ∑ , 

 
1 if type of local model is constant

1 if type of local model is linear form
21 ( ) / 2 if type of local model is quadratic form

2 if type of local model is modified quadratic form1 ( ) / 2

l
Ci l l l l

l l l

⎧
⎪ +⎪

= ⎨ + + − +⎪
⎪ + + −⎩

 

  (11) 
 

where, iC  is the number of coefficients of the ith 
polynomial and l  stands for the number of input 
variables. 

In a nutshell, we find the Pareto optimal sets and Pareto 
front by minimizing {E, H, N} by means of the IMSSA. 
This leads to easily interpretable, simple, and accurate 
fuzzy models. 

 

(a) 
 

(b) 

Fig. 4. Solution composition of IMSSA and its interpre-
tation: (a) Arrangement of the solution for the 
IMSSA; (b) Example of interpretation of solution 
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4. Experimental Studies 
 
In this study, we carried out two cases of multiobjective 

optimization. In the first case, we used the OLS method to 
estimate the coefficients of the polynomial. In the second 
scenario, the WLS method is used. Table 2 summarizes the 
list of parameters and boundaries of the search spaces of 
solutions used by the IMSSA.  

 
Table 2. List of the parameters of IMSSA 

IMSSA parameters 
Number of generations 150 

Number of solutions 200 
Number of solutions (case I) 8 

Boundary of search space of decision variables 
Fuzzification coefficient 1.01 ~ 5 

Number of rules 2~20 
Order of polynomials 1~4 (Type) 

 
4.1 Gas furnace process 

 
The first well-known dataset is time series data of a gas 

furnace utilized by Box and Jenkins. The time series data, 
which consists of 296 input-output pairs resulting from the 
gas furnace process has been intensively studied in the 
previous literature [30-34]. The delayed terms of methane 
gas flow rate ( )u t  and carbon dioxide density ( )y t  are 
used as six input variables with vector formats such as 
[ ( 3), ( 2), ( 1), ( 3), ( 2), ( 1)].u t u t u t y t y t y t− − − − − − ( )y t  is 
used as output variable. The gas furnace process is 
partitioned into two parts. The first 50% of data set is used 
for the construction of the fuzzy model. The remaining 
50% data set, the testing data set, is used to quantify the 
predictive quality of the model. The performance index is 
specified as the MSE given by (9).  

Fig. 5 illustrates the Pareto fronts generated by means of 
the IMSSA when using WLS and OLS. Generally, as it 
could have been expected, by increasing the total number 
of coefficients, the accuracy of IG-FRBFNN becomes 
better. The total number of coefficients relates directly to 
the interpretability of the model.  

The IMSSA just provides the Pareto optimal sets, which 
are non-dominated solutions. Selecting the optimal solution 
within the Pareto optimal sets is a different from the 
IMSSA. If we place more emphasis on the accuracy than 
the simplicity (complexity) of the model, then we define 
the particle having the best accuracy within the Pareto 
optimal set to be the best solution.  

The performance of the proposed model is compared 
with the performance of some other models available in the 
literature; refer to Table 3. Here PI stands for the 
performance index of accuracy for training data and E_PI 
means accuracy for the testing data. Local models of other 
models have same type of fuzzy rule such as constant or 
linear form. The proposed model can have different types 
of local models. In this comparison, the proposed model, 

having a small number of rules, shows better accuracy, 
while the model leads to disadvantage of having a large 
number of coefficients of local model in case of selecting 
the quadratic form. 

 
Table 3. Results of selected models (Gas) 

Model Pit PI E_PI No.of rules
Pedrycz's model [30] 0.776   20 

Tong's model [31] 0.469   19 
Xu's model [32] 0.328   25 

Simplified  0.024 0.328 4 
 0.022 0.326 4 Oh et al.'s Mo

del [33] Linear 
 0.021 0.364 6 
 0.035 0.289 4 Simplified 
 0.022 0.333 6 
 0.026 0.272 4 

HCM+GA 
[34] 

Linear 
 0.020 0.264 6 

Sequential tuning  0.017 0.266 4 
Our model Simultaneous  

tuning  0.015 0.260 6 

 
4.2 Automobile Miles Per Gallon (MPG) Data 

 
We consider the automobile MPG data (ftp://ics.uci.edu/ 

pub/machine-learning-databased/auto-mpg) with the output 
being the automobile’s fuel consumption expressed in 
miles per gallon. The data set includes 392 input-output 
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Fig. 5. Pareto front produced by IMSSA 
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pairs (after removing incomplete instances) where the input 
space involves 8 input variables. To come up with a 
quantitative evaluation of the fuzzy model, we use the 
standard RMSE performance index as the one described by 
(9). 

The automobile MPG data is partitioned into two 
separate parts. The first 235 data pairs are used as the 
training data set for IG-FRBFNN while the remaining 157 
pairs are the testing data set for assessing the predictive 
performance. Fig. 6 illustrates Pareto fronts generated by 
means of the IMSSA in case of using WLS and OLS. Table 
4 offers the values of the performance indexes of the IG-
FRBFNN having the best accuracy within Pareto optimal 
set.  
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Fig. 6. Pareto front produced by IMSSA 
 

Table 4. Results of comparative analysis (MPG) 

Model No. of rules Order of Polynomial PI E_PI
Linguistic model [5] 36 Constant 2.86 3.24

RBFNN [6] 36 Constant 3.24 3.62
Functional RBFNN[6] 33 Constant 2.41 2.82

OLS 2 Modified quadratic 2.67 2.90Our model 
WLS 4 Different types 2.82 2.54

 
4.3 Boston housing data  

 
Last we experiment with the Boston housing data set. 

This data set concerns a description of real estate in the 

Boston area where houses are characterized by features 
such as crime rate, size of lots, number of rooms, age of 
houses, etc. and their median price. The dataset consists of 
506 14-dimensional data. The performance index is defined 
as the RMSE as given by (9). 
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Fig. 7. Pareto front produced by IMSSA 
 
 
We consider the Boston Housing data set, which is split 

into two separate parts. The construction of the fuzzy 
model is completed for 253 data points being regarded as a 
training set. The rest of the data set is retained for testing 
purposes. Fig. 7 shows Pareto fronts generated by means of 
the IMSSA in case of using WLS and OLS. Table 5 shows 
the results of comparative analysis of the proposed model 
when being contrasted with other models. 

 
 

Table 5. Results of comparative analysis (Housing) 

Model PI  E_PI  No. of rules 
RBFNN [6] 6.63 7.14 20 
SVR [35] 1.17 5.84  
FNN [36] 3.76 4.08 21 

NN 3.27 5.14 24 
FPNN 3.51 16.93 16 

OLS 3.41 3.71 2 Our model 
WLS 2.02 3.40 4 
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5. Conclusions  
 
In this study, we have introduced an information 

granulation-based FRBFNNs by means of IMSSA and 
WLS. The proposed IMSSA was exploited as a multi-
objective optimization vehicle to carry out the structural as 
well as parametric optimization of the FRBFNN. The OLS 
and the WLS learning to estimate the coefficients of the 
consequent parts of the information granulation-based 
FRBFNN are presented and compared. From the results of 
the IMSSA, we have shown that there exists the accuracy-
interpretability tradeoff in an identification of the FRBFNN. 
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