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Abstract 

The most important two problems in Wireless Sensor Network (WSN) is localization and collision 

avoidance of the transferred packets. A solution for these obstacles is introduced in this work. 

Localization is solved by upgrading anchor position accuracy using a global positioning system (GPS) 

and position estimates. Collision avoidance obstacle is discussed in the simulation of WSN and studying 

the effect of collision occurrence during communication between wireless sensor nodes. 
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1. Introduction 

Wireless communication is used widely all over the world. The demands of the society increase 

the number of applications of wireless communication. It has important applications in all 

aspects such as: industrial, medical, electrical….etc. Wireless communication allows humans to 

use cellular phone, communication radio, wireless networks, and short range 

communication….etc. One of the exciting applications of wireless communication is 
Wireless Sensor Networks (WSNs), which are distributed low power nodes with sensors to 

collect the specific information and use this information to take specific action. Localization is 

essential whatever uniform or random. Localization algorithms and schemes try to determine 

the location of the sensor node with certain error. Sometimes GPS is used to determine the 

location of some nodes in outdoor systems. These nodes that contain GPS receivers are called 

anchor nodes whereas the other nodes are ordinary nodes without GPS receivers in order to 

decrease the economic cost of the GPS receivers [1, 2, 3]. Differential GPS (DGPS) is advanced 

GPS which can achieve few decimeters accuracy. The type of GPS receiver is decided 

according to the application, for example, in environmental issues if the model used to collect 

temperature or pressure or humidity using sensors on the nodes, high accuracy is not needed 

because the temperature or humidity or pressure is measured over wide range area [4]. High 

accuracy is needed in military applications where DGPS is used [5].  

Collision is what happens when two nodes transmit packets at the same time, packets may be 

destroyed [6]. An access method called Carrier Sense Multiple Access with Collision 

Avoidance (CSMA/CA), in which each node listens to the media before transmitting data to 

avoid collision, is used [7]. The aim of this paper is to achieve high accuracy location with less 

energy and avoid collision of packets in the communication between WSN nodes [8, 9]. 
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The paper is organized as follows: Section 2 shows the related work. Section 3 explains the 

proposed system model and shows the mathematical equations used to increase the accuracy of 

the localization in the presence of angle estimates and distance estimates. Section 4 describes 

collision avoidance scheme. Section 5 shows different network topologies produced by 

simulation using discrete event simulator. Section 6 discusses the simulation results showing 

different network topologies, and finally section 7 paper conclusion and future work. 

2. Related Work 

Localization schemes are divided into range based or range free. The localization scheme is 

range based where distance is determined, and then location is calculated using geometric 

principles [10]. As was mentioned previously the anchor nodes know their locations using GPS 

receivers which depends on the triangulation principle in order to detect the locations. It is 

important to increase the localization accuracy and it differs from system to another, indoor or 

outdoor, line-of-sight (LOS) or non-line -of- sight (NLOS) [11]. NLOS is radio transmission 

between a transmitter and a receiver, where an obstacle exists in between them as shown in 

figure 1. This obstacle can be something by nature for example; hill, tree, mountain, buildings, 

concrete obstacle, and some of these obstacles can absorb the signal or reflect some frequencies. 

To investigate localization, LOS condition is assumed, the NLOS error is defined as extra 

distance between the receiver and the transmitter. 

 

Figure 1. Two nodes in NLOS condition.  

3. Proposed System Model   

The model consists of N number of nodes. The percentages of these nodes are anchors (with 

GPS receivers) and others are ordinary nodes (without GPS receivers). Anchors can 

communicate through radio range to send information collected by each anchor and to send their 

locations to each other so the ordinary nodes can calculate estimated locations. In figure 2 four 

anchor nodes, anchor i, anchor j, anchor k and anchor l are presented. Each anchor node has 

global position coordinates for example node i coordinates are             .Each anchor can 

measure angle of arrival (azimuth and elevation) [12]. For example      azimuth angle of the 

signal which is transmitted from anchor j and received at anchor i, elevation angle        of the 

signal transmitted from anchor j and received at anchor i. The distance between any two anchor 

nodes is called Euclidean distance and can be calculated using equation (1):  

 

     √                               (1) 

 



International Journal of Computer Networks & Communications (IJCNC) Vol.4, No.6, November 2012 

49 

 

 

 

Figure 2. Four anchor nodes locations in LOS condition. 

 
In order to calculate the elevation angle      

 

Figure 3. Elevation angle.   Figure 4. Azimuth angle.  

From figure 3 cosine the elevation angle = adjacent divided by hypotenuse producing equation 

(2). By taking the inverse the elevation angle value can be calculated as given in equation (3)

  

        = 
     

   
         (2) 

      =       
     

   
        (3) 

From figure 4 the calculation of        &      equals to equation (4) & (5)  

      √                       (4) 

           = adjacent divided by hypotenuse 

 

                                    (5) 

Equation (6) can be deduced by substituting (4) in (5) 

          
     

√                 
        (6) 

Therefore  

        √                                   (7) 

From figure 3: 

          
√                        

    
        (8) 
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Therefore 

                    √        -(  -  )       (9) 

Therefore 

                   √                      (10) 

equation (7) can be written as 

      =                                           (11) 

If the estimation error is taken into consideration   

   ̂  
                                            

   ̂                                                 

   ̂                                                    

The distance estimate   ̂   can be written as distance        added to the estimation error    ̂  
as 

shown in equation (12) .The azimuth estimate   ̂   can be written as an azimuth angle       

added to                         ̂   as shown in equation (13) .The elevation estimate   ̂   can 

be written as elevation angle       added to                         ̂      shown in equation 

(14) [1]. 

  ̂             ̂  
         (12) 

  ̂   =      +    ̂           (13) 

  ̂   =           ̂          (14) 

From (12)  

d i,j =   ̂   -    ̂  
        (15) 

From (13)  

      =    ̂   -     ̂          (16) 

From (14) 

      =    ̂   -     ̂          (17) 

Equation (18) is extracted by substituting equations (15) (16) (17) in equation (11) 

      =  (  ̂       ̂  
 )      (  ̂       ̂    )          (  ̂      ̂  )  (18) 

By neglecting    ̂  
, and by using trigonometry: 

sin (A - B) = sin A cos B - cos A sin B [12] 

Therefore   

   (  ̂       ̂    )         ̂          ̂             ̂            ̂     

Since     ̂   is small number,  

Therefore  

      ̂   ≈1 
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       ̂   ≈ 0 

By using trigonometry  

 cos (A - B) = cos A cos B + sin A sin B [12] 

Therefore  

     (  ̂      ̂  )          ̂          ̂           ̂            ̂          

Since      ̂   is small number,  

Therefore 

       ̂  = 1  

      ̂   =0 

 So that equation (18) can be written as  

       ≈     ̂            ̂           ̂        (19) 

Equation (20) is extracted from figure 3 and figure 4 

      =  (  ̂       ̂  
 )      (  ̂       ̂    )         (  ̂      ̂  )  (20) 

By neglecting     ̂  
  and by using trigonometry  

sin (A - B) = sin A cos B - cos A sin B [12] 

Therefore  

   (  ̂       ̂    )         ̂          ̂             ̂            ̂      

By neglecting    ̂  
     by using trigonometry  

sin (A - B) = sin A cos B - cos A sin B [12] 

Therefore   

   (  ̂       ̂    )         ̂          ̂             ̂            ̂     

Since     ̂   is small number, 

Therefore  

      ̂   ≈ 1 

       ̂   ≈ 0 

And 

   (  ̂      ̂    )         ̂          ̂            ̂            ̂     

Since     ̂   is small number,  

Therefore  

      ̂   ≈ 1  

       ̂   ≈ 0 

Therefore 
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      ≈    ̂             ̂            ̂        (21) 

From figure 4  

         = 
   –   

     
        (22) 

   –    =                         (23) 

If the estimation error is taken into consideration  

   –    =  (  ̂       ̂  
 )          ̂       ̂          (24) 

 By neglecting    ̂  
     by using trigonometric formulas 

cos(A - B) = cos A cos B + sin A sin B [12] 

Therefore  

      ̂       ̂      =        ̂            ̂           ̂             ̂    

Since     ̂   is small number 

Therefore 

      ̂   ≈ 1  

       ̂   ≈ 0 

Therefore 

   –    ≈    ̂          ̂          (25) 

 4. Collision Avoidance Scheme   

 

Figure 5. Block diagram of the collision avoidance improvement scheme.  

First, the signal is taken from satellite is given to DGPS which is more accurate than GPS. 

Anchors produce signals used in sensing and estimating parameters. There are some estimates 

and sensing parameters produced by sensors embedded in the node, and then the collision 

avoidance algorithm (CSMA/CA) is used to solve the problem of collision avoidance. Finally, 

the decision can be taken, as shown in figure 5 [13, 14, 15]. 
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5. Simulation 

The simulation program is implemented in discrete event simulator, generating WSN which 

consists of 4 nodes, 8 nodes and 16 nodes. According to the program outputs the nodes will be 

communicated. The area used in the simulation is          and       . Figure 6 shows 

four nodes distributed uniformly, the symbol cross indicate for a node. Figure 7 shows 16 nodes 

in uniform distribution .The simulation needs to run several times for each network topology 

size 4, size 8and size 16. 

In a network topology consisting of four nodes, the program is run 25 times. It produces two 

networks 1 and 2. Figure 6 shows one of these networks. The distribution of nodes is random 

during the run process. 

Figure 6. Network topology consisting of 4 nodes. 

 
Figure 7. Network topology consisting of 16 nodes. 

 

The source node first senses the channel if busy or idle before sending the data. The channel 

uses strategy with backoff until the channel is idle. After the channel is found idle, the source 

node wait specific time which is called Distributed Interframe Space (DIFS) then sends Request 

to Send (RTS). After receiving (RTS) the source node wait specific time which is called Short 

Interframe Space (SIFS), then destination node sends Clear to Send (CTS) to the source node. 
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The source node send data after time equal to SIFS .The destination node sends 

acknowledgment after waiting time equal to SIFS. 

In order to communicate through the network and solve the collision problem, each program 

starts by sending an application. In send application (send_app) action, there is an initiation of 

sending data from the source node to the destination node. Receive application action  

(recv_app ) is taken at the destination node, and the node initiating receiving from source node 

.Send network (send_net) action means that data starts flowing through the network .The 

program produces two networks, so there is send_net and send_net2. Receive network 

(recv_net) action which means that received packets are received by destination. In send_mac, 

if there are waiting packets in mac_que, the node should send them anyway as if the current 

packet is done at the transmitter. In recv_mac, if there are waiting packets in mac_que, the node 

should send them anyway as if the current packet is done at the receiver.                                               

In wait for channel action (wait_for_channel) the node senses the channel. If the channel is 

busy, the node has to wait for a certain time until the channel is free. If the node is not idle, it 

may be receiving, so (wait_for_channel) action is taken until this receiving is finished or if the 

channel is not free, it must wait until the channel is free [16].After waiting DIFS, backoff starts. 

Backoff means that the node waits before resending again after collision, the channel become 

busy during DIFS. It waits until the channel is free. If the node is still idle and the channel is 

free, it continues the backoff process, then the source node sends RTS (timeout_rts), after 

receiving RTS and waiting SIFS, the destination node sends CTS to the source node. The source 

node then sends data after the SIFS period (timeout_data). When data reaches the destination, 

acknowledgment is sent to the source, (timeout_rreq) action check if the request is 

acknowledged or not [17]. 

Send physical (send_phy) action is taken when the transmitting node switches to transmit mode 

which broadcasts from source and the destination node. Due to the broadcast nature in wireless 

channel, every idle node may sense this transmission [18] .Receive physical (recv_phy) action is 

taken when the receiver switches to receiving mode. Send physical finish action 

(send_phy_finish) is taken when the destination node finishes receiving packets from the 

source. 

These steps are repeated along the run process several times and the number of the repetition 

differs among the three network topologies network size 4, network size 8 and network size 16. 

 6. Results and Discussion 

6.1 The first network topology consisting of 4 nodes. 

The results for four nodes network are given in table 1.The number of action taken each time is 

counted during the run process, for example the action send_app is done twice each time. The 

tables list the number of counts, for example, count 1 is written c1/1 and c1/2 which means that 

the program produces 2 networks each time the program is run. C1/1 shows the number of 

commands for network 1 and c1/2 shows number of commands for network 2,c2/1 shows the 

number of commands for network 1 after running the program second time,c2/2 shows the 

number of commands for network 2 and etc… as shown in table 1.a.  
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Table 1.a from count1 (c1/1) to count7 (c7/2). 

 

Table 1.b from count8 (c8/1) to count14 (c14/1). 

 

Table 1.b shows the count number of running process of the program from c8/1 to c14/1.C8/1 

shows the number of actions have been taken in the run number eight, as mentioned before the 

program produces two networks.C8/1 show actions taken for network number 1, c8/2 shows 

actions taken for network number 2 till c14/1 which show the actions taken for network number 

one when the run process happen fourteenth time. 
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Table 1.c from count14 (c14/2) to count20 (c20/2). 

 

Table 1.c continues showing the results produced each time the run process is done .Table 1.c 

begins from c14/2 which shows the actions taken for network number 2 in the run number 

fourteen .Then the other columns show the rest of the results until c20/ 2, c20/2 mentioned in 

the last column shows actions taken when the run process is done number twenty, c20/1 shows 

results for network number 1 and c20/2 shows results for network number 2. 

Table 1.d from count21 (c21/1) to count25 (c25/2). 

 

Table 1.d shows the count number of running the program from c21/1 to c25/2.C21/1 shows the 

number of actions taken in the run number twenty one, as mentioned before the program 

produces two networks, c21/1 show actions taken for network number 1, c21/2 shows actions 

taken for network number 2 until c25/2 which show the actions taken for network number 2 

when the run process is done twenty fifth time. The last two columns contain the total number 

of actions done (total) and the average number of repetition (total/50). 
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Figure . 8. Results of 4 nodes network. 

 Table 1.e Average number for each action for 4 nodes. 

Action Average number of repetition 

send_app 2 

send_net 2 

send_net2 2 

send_mac 8 

wait_for_channel 153.3 

backoff_start 14.08 

Backoff 214.04 

send_phy 37.12 

recv_phy 30 

recv_mac 26 

send_phy_finish 14 

recv_net 20 

recv_app 4 

timeout_rts 2 

timeout_data 2 

timeout_rreq 2 

 
Figure 8 explains table 1.e that shows the average number of repetition of each action taken 

send_app, send_net, send_net2, timeout_rts, timeout_data, timeout_rreq average number is 2, 

send _mac average number is 8, wait_for_channel average number is 153.3, backoff_start 

average number is 14.08, backoff average number is 214.04, send_phy  average number is 

37.12, recv_phy average number is 30, recv_mac average number is 26 and send_phy_finish 

average number is 14, recv_net average number is 20, recv_app average number is 4. 
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6.2 The second network topology consists of 8 nodes. 

The second topology based on 8 nodes is built and the results are presented in figure 9 and table 

2. 

Figure 9. Results of 8 nodes network. 

Table 2. Average number for each action for 8 nodes. 

Action Average number of repetition 

send_app 2 

send_net 2 

send_net2 2 

send_mac 16 

wait_for_channel 964.92 

backoff_start 30.54 

Backoff 530.78 

send_phy 46.88 

recv_phy 118 

recv_mac 106 

send_phy_finish 22 

recv_net 100 

recv_app 4 

timeout_rts 2 

timeout_data 2 

timeout_rreq 2 

 

Figure 9 explains table 2 that shows the average number of repetition of each action taken 

send_app, send_net, send_net2, timeout_rts, timeout_data, timeout_rreq average number is 2, 

send _mac average number is 16, wait_for_channel average number is 964.92, backoff_start 

average number is 30.54, backoff average number is 530.78, send_phy average number is 46.88, 
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recv_phy average number is 118, recv_mac average number is 106 and send_phy_finish average 

number is 22. recv_net average number is 100, recv_app average number is 4. 

 

6.3 The third network topology consisting of 16 nodes. 

The third topology based on 16 nodes is built and the results are presented in figure 10 and table 

3. 

Figure 10. Results of 16 nodes network. 

Table 3. Average number for each action for 16 nodes. 

Action Average number of repetition 

send_app 2 

send_net 2 

send_net2 2 

send_mac 32 

wait_for_channel 4737.84 

backoff_start 85.36 

Backoff 1471.66 

send_phy 106.2 

recv_phy 486 

recv_mac 458 

send_phy_finish 38 

recv_net 452 

recv_app 4 

timeout_rts 2 

timeout_data 2 

timeout_rreq 2 
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Figure 10 explains table 3 that shows the average number of repetition of each action taken 

send_app, send_net, send_net2, timeout_rts, timeout_data, timeout_rreq average number is 2, 

send _mac average number is 32, wait_for_channel average number is 4737.84, backoff_start 

average number is 85.36, backoff average number is 1471.66,  send_phy average number is 

106.2, recv_phy average number is 486, recv_mac average number is 458 ,  send_phy_finish 

average number is 38, recv_net average number is 452, recv_app average number is 4. 

7. Conclusion and Future work 

In this paper three topologies are introduced to build WSN based on 4 nodes, 8 nodes, and 16 

nodes .The localization and collision avoidance of transfer packets are simulated and several 

results are extracted. It is found that DGPS is preferable than GPS due to accurate detection of 

location, and less percentage error. In relation to collision and according to simulation results 

,increasing the number of nodes will increase the collision problem. The average number of 

send_app, send_net, send_net2, recv_app, timeout_rts, timeout_data and timeout_rreq is the 

same for the three network topologies, but the average number of send_mac, wait_ for _channel, 

backoff_start, backoff, send_phy, recv_phy, recv_mac,send_phy_finish and recv_net  is 

increasing as the number of nodes increases. It is concluded that implementation of topologies 

under LOS condition is preferable than NLOS, due to less time consuming and less complexity. 

For future work collision avoidance and localization can be studied for different distributions, 

such as, gaussian distribution, rayleigh distribution, circular distribution.  
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