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Abstract—Soil organic carbon (SOC) plays a key role in soil fertility, hydrology, contaminants control and acts as a sink or source of terrestrial carbon content that can affect the concentration of atmospheric CO2. SOC supports the sustainability and quality of ecosystems, especially in semi-arid region. This study was conducted to determine relative importance of 13 different exploratory climatic, soil and geometric factors on the SOC contents in one of the semi-arid watershed zones in Iran. Two methods canonical discriminate analysis (CDA) and feed-forward back propagation neural networks were used to predict SOC. Stepwise regression and sensitivity analysis were performed to identify relative importance of exploratory variables. Results from sensitivity analysis showed that 7-2-1 neural networks and 5 inputs in CDA models output have highest predictive ability that explains %70 and %65 of SOC variability. Since neural network models outperformed CDA model, it should be preferred for estimating SOC.
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I. INTRODUCTION

Soil organic carbon (SOC) has an indispensable role in the ecosystems and acts as a buffer to global climatic change. It is therefore critical to maintain its quality for the sustainability of ecosystems [30]. Soil organic carbon is a vital component, as it plays a key role in soil fertility, hydrology, contaminants control and acts as a sink or source of terrestrial carbon content that can affect the concentration of atmospheric CO2. The terrestrial carbon reservoir is estimated to be between 3,400 to 3,500 Giga tons that SOC consists about 3,000 Giga tons of them [25]. Hence, soil can be considered as important sink and source for carbon sequestration and modifier of climate changes [6]. Appropriate management of SOC can substantially decrease the atmospheric carbon that has increased exponentially at a rate of 1.5% per year [7]-[15]. Also, soil is regarded as an important sink and source for carbon sequestration and modifier of climate changes. This can be done by management and land use activities [27].

One approach in dealing with linear statistical methods in soil process modeling and SOC class estimation is not new. These methods include multiple linear regressions (MLR), logistic regression, and canonical discriminate analysis (CDA). However, there are characteristics of the models such as over simplification, ignorance of complex nonlinear interactions etc., which limit their use in accurately assessing the distribution of the C across the landscapes.

Another approach in dealing with nonlinear systems is to use artificial Intelligence (AI) modeling paradigm such as artificial neural networks (ANNs). ANNs has been successfully used in classification, prediction, and pattern recognition problems [8]-[14]-[31]. The potential benefits of ANNs include greater prediction reliability, cost-efficient estimation and solving complex problems involving nonlinearity and uncertainty. ANNs are inspired by biological neural networks [2]-[29]. ANNs learn from training examples, adjusting weights to reduce the error between the measured and the predictions. ANNs have been successfully applied in various soil studies [26]. These applications include predictions of soil structure [17], pedotransfer functions [1]-[16]-[21], pedometric use in soil survey [13], environmental correlation of three-dimensional soil spatial variability [19], and prediction of SOC from soil parameters [10]-[11].

This study was conducted to model SOC variability at watershed scale across agricultural rainfed land use types in a semi-arid condition of Iran. We employed ANNs and CDA to investigate the effect of climatic, topographic and soil properties and also management variables on SOC. Various ANNs topologies were designed and tested. Since the estimation model was data based, selection of appropriate input and output variables is important. Thus, sensitivity analysis on exploratory variables was carried out to select the best input combinations for modeling and estimating SOC.

II. MATERIALS AND METHODS

Site Description

Merek watershed from Karkheh river basin with area about 24200 ha, was selected for this study, because in this watershed we can find appropriate diversity in soil, topography and semi-arid climatic conditions. The elevation of this site ranged from 1450 to 19174. It has a semi-arid and cold climate with an annual precipitation of about 500 mm. The land use is mainly: agricultural land that covers about 14500 ha. In this site, soil texture is clay or salty clay and soil structure is blocky. Soils, in mountains and highlands, were covered by about 25-60%
fine and coarse gravel. PH is 7.3-7.9, soil salinity is generally low (0.4-0.8 ds/m), lime content in topsoil is 4-60%.

**Sampling and Dataset**

A sampling design based on stratified random sampling method was performed taking into account land use, soil, slope and aspect map. In each sampling points, soil samples were taken from topsoil (0-0.3 m depth) in three different landuses. Figure 1 illustrates the sampling scheme and sample positions. In total 245 soil samples were collected, air dried and then sieved by 2 and 0.5 mm sieve. Soil organic carbon (SOC) of the samples was determined using colorimetric method. Some soil physiochemical properties including; calcareous content (%TNV), sand, silt and clay contents and saturation percent were determined based on standard laboratory methods.

Apart from soil properties, climatic variables included mean annual temperature (MAT), mean annual rainfall (MAR), potential evapotranspiration (ETP) and climate types in each sampling point were recorded from Amberger climate map that was generated based on 50 years climatic data from climatic stations in the region [3]. Topographic variables (including elevation, slope and aspect of the terrain of the sampling locations) were also measured in sampling time using clinometer and compass, respectively. Geometric factors (such as, curvature, and terrain parameter) were derived from DEM that prepared based on digitized contour line map with 20 meter vertical lag apart. The transformed aspect (TA), which aligns the index along a SW-NE axis, for the sites was calculated using the following equation [5]:

\[
TA = \cos(45 - \text{aspect})
\]  

(1)

TAP parameter was calculated by multiplying TA by sinus value of slope angle. This parameter was used to incorporate the effects of slope on direct-beam radiation.

**Development of ANNs**

A typical ANN consists of interconnected processing elements included: an input layer, one or more hidden layers, and an output layer (which provides the answer to the presented pattern). Between input and output layers there could be several other hidden layers. The input layer contains the input variables for the network while output layer contains the desired output system, and the hidden layer often consists of a series of neurons associated with transfer functions. The propagation of data through the network starts with the presentation of an input stimulus at the input layer. The data then progress through, and are operated on by the network until an output stimulus is produced at the output layer.

**Data Selection and Preprocessing**

Selection of input data was based on theoretical combination of physical variable, expert experiences and accessibility. Initially, 15 inputs were entered to the input layer of networks. Inputs were selected from climatic factors, soil physical properties, geometric factors and landuse types. The effect of landuse type was involved with a classified variable in three class (1 = agriculture lands, 2 = forest and 3 = rang).

The training algorithm of this network was GDM. For network training, cross validation was implemented as the stopping criteria. The data set was split into a training set and a testing set. The trained model was validated with the testing set sequentially. The training was terminated when the prediction error of the testing dipped into a minimum and started to increase. Before simulation, all data sets were standardized by the software using a linear algorithm. In the present study, a three-layer feed forward back propagation ANN was used. First, the number of nodes in the hidden layer was optimized.

**Sensitivity Analysis**

Since the SOC estimation model was data based, selection of appropriate input and output variables is important. A sensitivity test was performed on the chosen ANN's so that a better understanding of the relative importance of each input on the output could be examined. Thus, sensitivity analysis was carried out to investigate the dynamic behavior of input variables such as MAT, AR, EVT, soil physical properties, etc. This was done by imposing steps changes to various inputs and observing their effects on the network output. These responses were used as guides to select appropriate input and output variables that are suitable for model development.

**Canonical Discriminate Analysis (CDA)**

The CDA analysis was performed on the data that was already used to develop the neural networks. These data first classified in three classes (low, medium and high SOC contents) by univariate clustering method. Model was linearly developed by all 15 exploratory variables. In the second model, stepwise CDA was used to develop a model for predicting SOC classes. A validation dataset was used to validate the CDA models, whereas test dataset was used to test the performances of the CDA equations.

**Performance Criteria**

The performance of the models was evaluated by a set of test data using mean square error (MSE), coefficient of determination ($R^2$) on testing set, between the predicted values and the target (or experimental) values as follows [17]:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (SOC_i^* - SOC_i)^2
\]

(12)

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (SOC_i^* - SOC_i)^2}{\sum_{i=1}^{n} (SOC_i - \bar{SOC})^2}
\]

(13)

Where $SOC^*_i$ is the network (predicted) output from observation i, SOC$_i$ is the measured SOC from observation i, $\bar{SOC}$ is the average value of measured output, and n is the total number of data observation. For performance evaluation
of CDA criteria, we used confusion table or confusion matrix and diffusion chart of canonical discriminate functions (CDF). Additionally, we used in this study two different measures including the Mean Bias Error (MBE) and the correlation coefficient ($\rho$) between different exploratory variables and SOC values and also between predicted and measured values by models. The MBE is a measure of bias and reveals the overestimation or underestimation.

$$MBE = \frac{1}{n} \sum_{i=1}^{n} (SOC_i - SOC_i)$$  \hspace{1cm} (14)

III. RESULTS AND DISCUSSION

Statistical characteristic of selected variables across watershed are summarized in appendix table. In general, selected variables are strongly heterogeneous as indicated by their coefficient of variation (CV). For example, slope varies from 1 to 46% with CV of more than 90%. While, mean annual temperature and rainfall of the study region show a small variation, indicating the climatic variation within the samples. The SOC content varied from 0.37 for Dry lands with abandoned erosion to 3.31% in mountain range soils. The correlation coefficients ($\rho$) SOC and soil TNV, SP and climatic variable (MAT, AR, ETP and climate type) were significant ($\alpha = 0.05$). But $\rho$-value between SOC and aspect components, curvature and sand percent was not significant. As expected, the correlations between the SOC and TNV, silt, MAT and ETP were all negative.

**Prediction of SOC by CDA**

First canonical discriminate function can explain 63.8% of variance between three classes that explored by predicted variable. Second CDF found 36.2% of variability among the means. Scatter plot in fig. 1 explain distribution of CDF amounts that calculated by CDF method. Distance among center classes explains ability of method to determine SOC level by exploratory variables.

Confusion matrix of outputs evaluates CDA ability to determine SOC level by 15 exploratory variables (see Table 1). Results indicated that CDA method can correctly predict about 705 of SOC levels in samples. Ability of CDFs to predict SOC levels in high level of SOC was greater and in medium level is lower than others.

Relative importance of exploratory variables (see Table 2). In this table parameters was explain the relative weights of the variable to predict SOC levels. This parameters reflect the relative importance of each variable to predict three level of SOC. Relative importance of exploratory variables to determine low SOC level were MAT, Climate type, TA, curvature and TA.

To locate samples in high and medium SOC level, we must consider above variables. Therefore these variables respectively have highest importance to determine SOC levels in this climate condition from agricultural land use type.

To locate samples in high and medium SOC level, we must consider above variables. Therefore these variables respectively have highest importance to determine SOC levels in this climate condition from agricultural land use type.

**TABLE II**

<table>
<thead>
<tr>
<th>Parameters of Classification Functions in CDFs</th>
<th>SOC classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1</td>
</tr>
<tr>
<td>elevation</td>
<td>-3710.65</td>
</tr>
<tr>
<td>slope</td>
<td>-3.39</td>
</tr>
<tr>
<td>TA</td>
<td>-33.58</td>
</tr>
<tr>
<td>TAP</td>
<td>12.05</td>
</tr>
<tr>
<td>curvature</td>
<td>-14.81</td>
</tr>
<tr>
<td>T.N.V</td>
<td>0.78</td>
</tr>
<tr>
<td>S.P</td>
<td>5.25</td>
</tr>
<tr>
<td>Gravel</td>
<td>-0.16</td>
</tr>
<tr>
<td>clay</td>
<td>-1.39</td>
</tr>
<tr>
<td>silt</td>
<td>-1.20</td>
</tr>
<tr>
<td>sand</td>
<td>0.00</td>
</tr>
<tr>
<td>M.A.T</td>
<td>198.00</td>
</tr>
<tr>
<td>A.R</td>
<td>2.41</td>
</tr>
<tr>
<td>ETP</td>
<td>-0.04</td>
</tr>
<tr>
<td>Climate Type</td>
<td>146.54</td>
</tr>
</tbody>
</table>

**Fig. 1** Distribution plot of CDFs

**TABLE I**

<table>
<thead>
<tr>
<th>Confusion Matrix for the Estimation Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>from \ to</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

**ANN Structure**

Finding the optimum number of hidden neurons in the hidden layer is an important step in developing MLP networks. In neural network design, too many hidden units cause overfitting, while too few hidden units cause underfitting. A
summary of our findings and best networks architecture is shown in Table 3. Among the different configurations examined, the 15–9–1 configuration, exhibited highest accuracy. The performance of this network is shown in Fig. 2. The MSE values for the 15–k–1 ANN’s, with different k values and epoch’s, presented that when k=9 in training set and k=2 in calibration and validation data sets the model was not overt trained and optimum epoch in validation set equal to 358 (see Table 3). To find the optimum number of hidden units, the MSE of the network with 15 inputs were plotted against the number of hidden units (Fig. 2).

### TABLE III

<table>
<thead>
<tr>
<th>Error Indices and Best Structure for Different Data Set of ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>MSE</td>
</tr>
<tr>
<td>MAE</td>
</tr>
<tr>
<td>MBE</td>
</tr>
<tr>
<td>ρ</td>
</tr>
</tbody>
</table>

Fig. 2 MSE of different epochs (below) and nodes in hidden layers (above) in CV and Training data sets

**Sensitivity Analysis**

In order to test the hypothesis that not all of the inputs used were required to train the model networks effectively, it was necessary to measure the influence of each input variable on the output. This was done by measuring the mean rate of change of each output when a single input was changed by some relatively small amount (0.001). The mean rate of change was determined by testing the model network 594 times using randomly selected input values. Sensitivities, defined as the MSE rate of change outputs divided by rate of change of a given input. Fig 3 indicated sensitivity analysis results.

This analysis showed relative importance of exploratory variable on SOC variability prediction. Result indicated that curvature, TA, climate type, SP, MAT, TNV, slope and integrated slope-aspect influence on net solar radiation that reflected in TAP variable, have highest impacts on this variability, respectively. The application of best methods to estimate SOC from climatic, soil and geometric factors could account for only about 76% of the variations in this study (see figure 4). Several factors could be implicated for this rather modest accountability. Among them are the kind and status of soil management practices (Stewart and Hossner, 2001).

**IV. CONCLUSIONS**

In this study, artificial neural networks and CDA approaches were employed to develop models for predicting SOC change in a semi-arid condition in west of Iran. Available climate,
topographic and soil properties variables data were used. Sensitivity analysis and parameters CDF comparison were also done to determine relative importance of these variable components in ANN and CDA, respectively.

The newly developed neural network with 9 neurons in the hidden layer predicted SOC better than the regression models and improved the accuracy of the prediction. The ANN models are in general more suitable for capturing the non-linearity of the relationship between variables. In this study, however, the relationship between SOC and exploratory variables appeared to be dominantly linear. The intelligent models (ANNs) could also derive climatic factors influence and integrated effects of slope-aspect factors on net solar radiation, that reflected in TAP index, on SOC variability. The models tested in this study, using physically based variables included: curvature, TAP, TNV, Climate type, SP, MAT and AR could account for only up to 69% of the variation in SOC in the semiarid conditions of Iran.

Analysis of sensitivity accuracy in ANN showed that adding more variables such as elevation, clay, silt and ETP can only improved 7% variability prediction and did not significantly improve the modeling results. Results of ANN sensitivity analysis and coefficient of variables in CDA model showed that climate and geometric factors has highest impact of SOC variability in agricultural land use type. It seemed we must brought to our attention that to improve predictability power of our methods considering management factors specially tillage, straw and grazing management could be attempted. We hope to include these in our future works.
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