Abstract: This paper is an attempt to estimate the quantity of Industrial solid waste (ISW) that can be generated in the Durg-Bhilai Twin city (DBTC), C.G, India from 2010 to 2026. The prediction of Industrial solid waste generation plays an important role in solid waste management. Yet achieving the anticipated prediction accuracy with regard to the generation trends facing many fast growing regions is quite challenging. In addition to the population growth and migration, underlying economic development, household size, employment changes, and the impact of waste recycling would influence the solid waste generation interactively. The development of a reliable model for predicting the aggregate impact of economic trends, population changes, and recycling impact on solid waste generation would be a useful advance in the practice of solid waste management [7]. The four input variables considered in the ANFIS model to predict ISW in the study area are Population of Durg-Bhilai Twin City (DBTC), ISW generated at DBTC, Percentage of urban population of the nation and GDP per capita of the nation. ANFIS is used in function approximation, time series prediction, and control [1] [2] [4]. In the absence of the adequate past data on waste generation rates, it is extremely difficult to decide upon the methodology to make any kind of prediction for the future. Hardly any primary survey studies have been made in the study area, which indicates the actual waste quantum generated. As a result, except for data points from 1961 to 2001 population based on census, Industrial solid waste generated at DBTC from 1961 to 2001 and 2009 based on the data collected from the DBTC. The estimates of waste quantum for period from 2010 to 2026, shows that if the growth of industrialization and growth of percentage increase in per capita waste generation, are considered as per the nation projections, the ISW in the study area can be expected by ANFIS model using MAT Lab Version 7.8.0.347 as around 88,980 MT per year in DBTC by 2026. Due to the important role of Waste Generation (WG) prediction in ISWMS, a proper model was developed using ANN and ANFIS models [24][26] [30]. In this study, first WG in DBTC was predicted using ANN and ANFIS models; also uncertainty analysis was used to determine the uncertainty of two hybrid models.


I. INTRODUCTION

Civilization and industrialization are associated with numerous waste products. The issue of disposal of the waste products is a challenge. Some of these materials are not biodegradable and often lead to waste disposal crisis and environmental pollution. [9] The present article seeks the possibilities of utilization of these waste products for highway construction materials. Since the industrial revolution, industrial and mining operations have accompanied by a problem, industrial waste which could be toxic, ignitable, corrosive or reactive, if improperly managed; this waste can pose dangerous health and environmental consequences. Industrialization has caused serious problems relating to environmental pollution. Therefore, efforts are to be made to controlling pollution arising out of the disposal of wastes by conversion of these unwanted wastes into utilisable raw materials for various beneficial uses. The problems relating to disposal of industrial solid waste are associated with lack of infrastructural facilities and negligence of industries to take proper safeguards [16]. The large and medium industries located in identified industrial areas still have few arrangements to dispose solid waste. However, the problem lies with small scale industries. The major generators of industrial solid wastes are the thermal power plants producing coal ash, the integrated Iron and Steel mills producing blast furnace slag and steel melting slag [19]. This study looked at ISWM present practices in industrial sector, through a particular emphasis on in-house management practices, including resource recovery, reuse and final disposal practices. Bhilai or Bhilai Nagar is a city in Durg District of Chhattisgarh state, India with a population of 753,837 (2001 census). The city is located 25 km west of the capital Raipur on the Howrah-Mumbai main rail line, and in National Highway 6. Bhilai is famous for Bhilai Steel Plant which is the largest of its kind in India. Along with its sister city Durg, Bhilai was listed among the fastest growing cities in the world, in terms of the growing population. The economy of the town is centered around the massive Bhilai Steel Plant, one of the largest integrated steel plants in the world. Apart from this, Bhilai is also home to Bhilai Refractory Plant (BRP), another public sector organization. Durg is a city located in Chhattisgarh state, Central India. It is located in the east of the Seonath River and is one part of the Durg-Bhilai urban agglomeration. The city is an agricultural market and is heavily engaged in milling rice and pigeon peas. Durg gained importance as an industrial centre after
the establishment of a large steel plant at Bhilai. Industries include brass working and bell-metal working, oil pressing, mining, and weaving. It is the headquarters of Durg District, the third largest district of Chhattisgarh. A literature survey was conducted to appraise the recent applications of artificial intelligence (AI)-based modeling studies in the environmental engineering field. A number of studies on artificial neural networks (ANN), fuzzy logic and adaptive neuro-fuzzy systems (ANFIS) were reviewed and important aspects of these models were highlighted [2] [6]. The results of the extensive literature survey showed that most AI-based prediction models were implemented for the solution of water/wastewater (56%) and air pollution (31%) related environmental problems compared to solid waste (14%) management. The real-life environmental problems are very complex and highly dependent on several process configurations, different influent characteristics and various operational conditions, such as organic loading rates, influent pH, toxic organic compounds, influent flow rate, hydraulic and sludge retention times, temperature variations, biomass concentration, and doses of applied chemicals, etc. For a sustainable control of environmental related problems, the proposed systems must be continuously monitored and properly controlled due to possible instabilities in circumstance conditions [8]. Therefore, the complicated inter-relationships among a number of system factors in the process may be explicated through a number of attempts in developing representative AI-based prediction models allowing the investigation of the key variables in greater detail.

II. LITERATURE REVIEW

The prediction of Industrial solid waste generation plays an important role in a solid waste management. Yet achieving the anticipated prediction accuracy with regard to the generation trends facing many fast growing regions is quite challenging. In addition to population growth and migration, underlying economic development, household size, employment changes, and the impact of waste recycling would influence the solid waste generation interactively [7]. The development of a reliable model for predicting the aggregate impact of economic trend, population changes, and recycling impact on solid waste generation would be a useful advance in the practice of solid waste management. ANFIS represents a promising technology with a wide scope for potential applications [21]. They have received increasing attentions in time series prediction. There is growing interest in using ANFIS to forecast the future changes in prices of stocks, exchange rates, commodities, and other financial time series [24]. The planning of industrial solid waste management systems (ISWMS) to satisfy increasing waste disposal and treatment demands is often subject to a variety of impact factors, such as collection Technique to be used, service policy to be implemented, and management facilities to be adopted. Quantity of prediction of Industrial solid waste (ISW) is crucial for the planning of ISWMS, and the development of a reliable model (such as data-driven models) for this purpose would be a useful advance in the practice of ISWMS [31]. These models are called data-driven models. Two of the data-driven models are adaptive neuro-fuzzy inference system (ANFIS) and artificial neural network (ANN) models. ANN models can be modeled complex, and nonlinear events that use this model are successful in ISWMS. Jallili and Noori used feed-forward neural network to predict the weekly WG in Mashhad, Iran. Karaca and Özkaya used ANN to control leachate generation rate in landfills.

ANFIS-based models have recently been been used for water treatment process. Chun et al. used an ANFIS-based model to optimize coagulant dosage used for turbidity removal in a water treatment plant. They obtained a better performance than in their previous works using ANN [1]. Similar to Chun et al., ANN and AN-FIS models were used by Wu and Lo to model poly aluminum chloride (PAC) dosing of the surface water of Northern Taiwan. They obtained results similar to those of Chun et al., indicating that the self-predicting model of ANFIS is better than the ANN model for PAC dosage predictions[5][36].

III. MODELING TOOLS

In this section, the basis of the widely used AI-based techniques, such as artificial neural networks, fuzzy logic and adaptive neuro-fuzzy inference systems [1] [2] [36], are briefly summarized and important mathematical aspects of these methods are highlighted. Moreover, computational issues, advantages and particular theoretical principles are described, and some methodological techniques are discussed to make a comparative assessment of the present AI-based prediction models.

A. Adaptive Neuro-Fuzzy Inference Systems (ANFIS)

The ANN-based methods have been successfully used in various disciplines for modeling; however, the lack of interpretation is one of the major drawbacks of their utilization. Wieland et al. reported that one of the major shortcomings of ANNs is that they do not reveal causal relationships between major system components and thus are unable to improve the explicit knowledge of the user[2] [6] [15]. Another problem is due to the fact that reasoning is only done from the inputs to the outputs. In cases where the opposite is requested (i.e., deriving inputs leading to a given output), neural networks can hardly be used. There are also some basic aspects of fuzzy inference system that are in need of better understanding. In order to overcome the problematic combinations of ANNs and fuzzy systems, a new system combining ANN and the fuzzy system, called the adaptive network-based fuzzy inference system (ANFIS), was proposed by Jang. However, even before Jang published his paper, Lin and Lee and Wang and Mendel had already published their
respective works on adaptive neuro-fuzzy inference systems. Jang and Sun expressed that adaptive neuro-fuzzy inference systems and the adaptive network-based fuzzy inference systems have the same aim. Therefore, they used adaptive neuro-fuzzy inference systems (ANFIS) to stand for adaptive network-based fuzzy inference systems [36]. Operation of the ANFIS looks like FFBP network. Consequent parameters are calculated forward while premise parameters are calculated backwards. The ANFIS is composed of two parts, antecedent and conclusion, which are connected to each other by fuzzy rules based on the network form. There are two learning methods in neural section of the system: Hybrid learning method and BP learning method. In fuzzy section, only zero or first order Sugeno inference system or Tsukamoto inference system can be used, and output variables are obtained by applying fuzzy rules to fuzzy sets of input variables.

B. ANFIS Architecture Equivalent to Sugeno Fuzzy Model

For simplicity, it is assumed that the fuzzy inference system under consideration has two inputs x and y and one output z. For a first order Sugeno fuzzy Model, a common rule set with two fuzzy if-then rules is the following [36],

Rule 1: If x is A₁ and y is B₁, then

\[ Z₁=\bar{w}_1 = \bar{w}_1 (p₁x + q₁y + r₁) \]

Rule 2: If x is A₂ and y is B₂, then

\[ Z₂=\bar{w}_2 = \bar{w}_2 (p₂x + q₂y + r₂) \]

Fig 1 illustrates the reasoning mechanism for this Sugeno model, the corresponding equivalent ANFIS architecture is as shown in Fig 2, where nodes of the same layer have similar functions, as described in further text. There \( O_i \), \( i \) is denoted by the output of the \( i^{th} \) node in \( l^{th} \) layer.

Layer 1: Every node in this layer is an adaptive node with a node function

\[ O_i, i = \mu_{A_i}(x), \quad \text{for } i = 1, 2 \]

\[ O_i, i = \mu_{B_{i-2}}(y) \quad \text{for } i = 3, 4 \]

\[ \ldots (1) \]

Where \( x \) (or \( y \)) is the input to node \( i \) and \( A_i \) (or \( B_{i-2} \)) is a linguistic label, such as small or large, associated with this node. In other words, \( O_i \) is the membership grade of a fuzzy set \( A \) (\( A=A₁, A₂ \), or \( B= B₁, B₂ \)) and it specifies the degree to which the given input \( x \) (or \( y \)) satisfies the quantifier \( A \).

The membership function for \( A \) can be any appropriate parameterized membership function. Here it is a generalized bell function:

\[ \mu_{A_i}(x) = \frac{1}{1 + \left| \frac{x - c_i}{a_i} \right|^{2b_i}} \quad \ldots (2) \]

Where \((a_i, b_i, c_i)\) is the parameter set. As the values of these change, the bell-shaped function vary accordingly, thus exhibiting various forms of membership to as premise parameters for fuzzy set \( A \) parameters in this layer are referred to as premise parameters.
Layer 2: Every node in this layer is a fixed node labelled $\pi$, whose output is the product of all the incoming signals.

$$O_{2,i} = w_i = \mu_A(x) \cdot \mu_B(y), i = 1,2, ..., n$$  \hspace{1cm} (3)

Each node output represents the firing strength of a node

Layer 3: Every node in this layer is a fixed node labelled $N$, this denotes that the $i$th node calculates the ratio of the $i$th rule’s firing strength to the sum of all rules firing strengths.

$$O_{3,i} = \frac{w_i}{w_1 + w_2}, i = 1,2, ..., n$$  \hspace{1cm} (4)

For convenience output of this layer is called normalized firing strengths (hence denoted $N$).

Layer 4: Every node $i$ in this layer is an adaptive node with a node function

$$O_{4,i} = w_i z_i (\varepsilon + 1), i = 1,2, ..., n$$  \hspace{1cm} (5)

Where $w_i$ is a normalized firing strength output of layer 3 denoted by $N$, $(p_i, q_i, r_i)$ is the parameter set of this node. Parameters in this layer are referred to as consequent parameters.

Layer 5: The signals node in this layer is a fixed node labeled $\sum$, which computes the overall output as the summation of all incoming signals.

$$\text{Overall Output } O_{5,i} = \sum w_i z_i$$  \hspace{1cm} (6)

Evaluation criteria
We used root mean square error (RMSE) to comparison of the efficiency of models that expressed as:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (Z_s - Z_o)^2}$$  \hspace{1cm} (7)

The Mean Square Error (MSE) is expressed as:

$$\text{MSE} = \frac{1}{n} \sum_{k=1}^{n} (Z_s - Z_o)^2$$  \hspace{1cm} (8)

Average Relative Error (ARE) is expressed as:

$$\text{ARE} = \frac{1}{n} \sum_{k=1}^{n} \frac{(Z_s - Z_o)}{Z_o^2}$$  \hspace{1cm} (9)

Where $Z_s$ is observed value, $Z_o$ is predicted value, $n$ is number of samples. The model that gives the minimum ARE is recommended as the best one which can be used to predict the travel time in the future. Thus an adaptive network is constructed which is functionally equivalent to a Sugeno fuzzy model\(^5\). Note that the structure of this adaptive network is not unique, one can combine layer 3 and 4 to obtain an equivalent network with only four layers. The hybrid learning algorithms have been applied to identify ANFIS parameters.

Although ANN and fuzzy logic models are the basic areas of artificial intelligence concept, the ANFIS combines these two methods and uses the advantages of both methods. Since the ANFIS is an adaptive network which permits the usage of ANN topology together with fuzzy logic, it includes the characteristics of both methods and also eliminates some disadvantages of their lonely-used case. There-fore, this technique is capable of handling complex and nonlinear problems. Even if the targets are not given, the ANFIS may reach the optimum result rapidly. In addition, there is no vagueness in ANFIS as opposed to ANNs. Moreover, the learning duration of ANFIS is very short compared to ANN-based models. It implies that ANFIS may reach to the target faster than ANN [37]. Therefore, when a more sophisticated system with a high-dimensional data is implemented, the use of ANFIS instead of ANN would be more appropriate to faster overcome the complexity of the problem [36].

In the ANFIS structure, the implication of the errors is different from that of the ANN case. In order to find the optimal result, the epoch size is not limited [36]. In training high-dimensional data, the ANFIS can give results with the minimum total error compared to ANN and fuzzy logic methods [18] [19]. Moreover, fuzzy logic method seems to be the worst in contrast to others at a first look, since the rule size is limited and the number of membership functions of fuzzy sets was chosen according to the intuitions of the expert. However, if different types of membership functions and their combinations had been tested and more membership variables and more rules had been used to enhance the prediction performance of the proposed diagnosis system, better results could have been available.

IV. MODELING APPLICATIONS IN ENVIRONMENTAL ENGINEERING

In this section, recent applications of AI-based prediction models in the field of environmental engineering are examined in terms of solid waste management, water/wastewater treatment and air pollution related problems, and the important findings obtained in these studies are summarized.
A. Waste Management

Industrial solid waste management systems (ISWMS) require accurate prediction of waste generation for proper planning and design [19]. However, predicting the amount of generated waste is difficult because of various fluctuating parameters. In a study, the hybrid of wavelet transform-adaptive neuro-fuzzy inference system and wavelet transform-artificial neural network was used to predict the weekly generation of waste. In another study, Zade and Noori proposed an appropriate model for predicting the weight of waste generation in Mashhad with a feed-forward artificial neural network [26]. In a recent study, Jahandideh et al. used two predictor models, the ANN and multiple linear regression, to predict the total rate of medical waste generation and classify them as sharp, infectious, or general [27]. Srivastava and Nema used the fuzzy system to forecast the solid waste composition of Delhi [28], India between 2007 and 2024. Similar studies on waste management have been carried out in recent years.

V. INPUT PARAMETERS

The four input variables considered in the ANFIS model to predict ISW are 1. Population of DBTC, 2. ISW generated at DBTC, 3. Percentage of urban population of the nation and 4. GDP per capita of the nation.

A. Population of DBTC

The population data collected from DBTC as per census of India is shown below. As per the report of technical group on population projections constituted by the national commission on population to the office of the Registrar general & Census commissioner of India, May 2006 the population growth in India from 2001 to 2026 shall have a growth of 36% in 25 years at a rate of 1.2% of annum. This growth rate is considered in the ANFIS model from 2001 to 2026 to predict the ISW generation. The population of DBTC year wise from 1961 to 2001 is obtained from the best fit curve equation shown below in Fig.3. The empirical formula for population is [37]:

\[ y = 742.79x^4 - 12218x^3 + 68264x^2 - 12793x + 215787 \] … (10)

B. Industrial Solid Waste in MT

The ISW data collected from DBTC as per the office records is shown below. It is estimated that the amount of waste generated in India will increase at a per capita rate of approximately 1.4% annually is considered for estimate of ISW from the year 2009 to 2026. The ISW of year wise from 1961 to 2009 is obtained from the best fit curve equation shown below in Fig.4. The empirical formula for ISW in MT is [37]:

\[ y = 32.5x^4 - 116.39x^3 + 256.67x^2 + 2917x + 1405 \] … (11)

C. Effect of Urban Population Growth on ISW Generation In India

India historically has been an agricultural economy, with the majority of people living in rural areas engaged in the agricultural sector. However, with an expanding service and manufacture driven economy, urban areas are seeing unprecedented growth. According to 2001 census, around 28% of India’s population lives in urban areas (census 2001) and the percentage of urban population of India is extracted from census India available online are shown below is used in the proposed ANFIS model to predict ISW. The % of urban population for India will increase to 40% by 2026 in 25 years. This growth rate is considered in the ANFIS model from 2001 to 2026 to predict the ISW generation [36][37]. The percentage of urban population year wise from 1961 to 2001 is obtained from the best fit curve equation shown below in Fig.5.

D. GDP Per Capita

The gross domestic product (GDP) or gross domestic income (GDI) is the market value of all final goods and services produced within a country in a given period of time. It is often positively correlated with the standard of living, alternative measures to GDP for that purpose.
Gross domestic product comes under the heading of national accounts, which is a subject in macroeconomics. The empirical formula for percentage urban population is [37]:

\[ y = 0.1333x^4 - 1.75x^3 + 7.9167x^2 - 11.6x + 23.3 \] … (12)

### E. Standard of living and GDP

GDP per capita is not a measurement of the standard of living in an economy. However, it is often used as an indicator, on the rationale that all citizens would benefit from country’s increased economic production. Similarly, GDP per capita is not a measure of personal income. GDP may increase while real incomes for the majority decline. The major advantage of GDP per capita as an indicator of standard of living is that it is measured frequently, widely, and consistently. It is measured frequently in a sense that most countries provide information on GDP on a quarterly basis, allowing trends to be seen quickly. It is measured widely because some measure of GDP is available for almost every country in the world, allowing inter-country comparisons [2][37]. It is measured consistently because the technical definition of GDP is relatively consistent among countries. The major disadvantage is that it is not a measure of standard of living. GDP is intended to be a measure of total national economic activity which is a separate concept. There is a direct link between GDP and ISW generation. A number of studies have found that the higher the household income and standard of living, the higher the amount of ISW generated. The World Bank study summarized the progression of ISWM practices in a country as its income increases. The GDP per capita of India at current prices is available on line from World Bank World development indicator. GDP per capita are shown below is used in the proposed ANFIS model to predict ISW [31][37]. The GDP per capita projection for India will increase at the rate of 5.5% in the coming years, is considered in ANFIS model for prediction of ISW in future.

### VI. RESULTS & DISCUSSION

It is important to mention here that the above projection of ISW is based on the national projections of data and the local Fig.7 on ISW also depend upon food habits of people and the degree of commercial and industrial activity in DBTC by 2026.

The output data of predicted ISW at DBTC is obtained with the ANFIS Model on MATLAB, Version: 7.8.0.347, 32-Bit (win32) as shown in Table 1. Fig.6 illustrates the estimates of waste quantum for period from 2010 to 2026, shows that if the growth of population, Growth of percentage increase in per capita waste generation, growth of urban population and future estimate of GDP per capita are considered as per the nation projections [37], the ISW in the study area can be expected by ANFIS model around 40190.29984MT per year by 2026 in DBTC. Fig.7 shows the graph between % error between the ANFIS model and ISW generation in MT by extrapolation per year at DBTC.

<table>
<thead>
<tr>
<th>Year</th>
<th>ISW projection by ANFIS model in MT</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>27861.5</td>
<td>0</td>
</tr>
<tr>
<td>2011</td>
<td>27390.5618</td>
<td>-3.1E-06</td>
</tr>
<tr>
<td>2012</td>
<td>26837.0515</td>
<td>1.27E-06</td>
</tr>
<tr>
<td>2013</td>
<td>27851.41186</td>
<td>-4.6E-06</td>
</tr>
<tr>
<td>2014</td>
<td>28984.10531</td>
<td>-4.8E-06</td>
</tr>
<tr>
<td>2015</td>
<td>35535.60174</td>
<td>-1.42E-06</td>
</tr>
<tr>
<td>2016</td>
<td>31906.38319</td>
<td>-2.7E-06</td>
</tr>
<tr>
<td>2017</td>
<td>31666.94488</td>
<td>3.21E-06</td>
</tr>
</tbody>
</table>

Fig. 6. Prediction of ISW at DBTC by ANFIS Model

Fig. 7. % of Error Vs ISW by ANFIS Model
### Table 2 Results of Calibrating and Testing Stages for Different Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Calibrating stage</th>
<th>Testing stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>RMSE</td>
</tr>
<tr>
<td>ANN</td>
<td>0.49</td>
<td>2293</td>
</tr>
<tr>
<td>ANFIS</td>
<td>0.49</td>
<td>2465</td>
</tr>
</tbody>
</table>

#### Coefficient of determination (R²)

The combination of results of these two models is the final output of ANFIS model. The optimal rₐ for the models of approximation and detail coefficients achieved 0.91 and 0.66, respectively, and leads to produce ANFIS models with two rules for each sub cluster [36]. Results for calibrating and testing stages are shown in Table 2 and Fig. 8.

After standardization of input variables and change of neuron numbers in a hidden layer, different prediction models are produced. In this study, model with five neurons at a hidden layer was selected as the best model for WG forecasting [36]. Results of calibrating and testing stages of the model are shown in Table 2 and Fig. 9.

Approximation and detail coefficients of input variables have been obtained and for each group of coefficients a suitable ANN model was constructed by change of neuron numbers in a hidden layer. The combination of results of these two models is the final output of ANN model [36]. Obtained results for model calibrating and testing stages are illustrated in Table 2 and Fig. 9.

### A. Determination of the best model

According to Table 2, the results of ANFIS are better than a ANN model. It shows that the input variables have a positive effect in the operation of ANFIS model than ANN model [36]. For the better evaluation of the results, distribution of the prediction errors for ANFIS and ANN is plotted (Fig. 10). For example, this figure shows that ARE for 50% prediction of testing stage in ANN is 2.7%. This value (ARE) is 1.6% in ANN. However, 90% of prediction of the testing stage in ANN and ANFIS models have ARE equal to 7.7% and 3.9%, respectively [36]. Generally, it can be observed from Fig.10 and Table 2 that ANFIS model has better result than the ANN model.

![Fig 8](image1.png)

**Fig 8.** Forecasted and Observed WG For ANFIS Model in Testing Stage.
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**Fig 9.** Forecasted and Observed WG For ANN Model in Testing Stage.
B. Determination of ANFIS and ANN uncertainty

For calculating the uncertainty of ANFIS and ANN models in this research during the network calibration, prediction models were generated from historical data. The uncertainty in the estimates of the observed and predicted weekly WG during the calibrating and testing stages has been quantified by estimating the confidence intervals of the simulation results. The 95% confidence intervals are determined by finding the 2.5th and 97.5th percentiles of the associated distribution of the simulation results [36]. The plot of the range of 95% confidence intervals for the estimates of weekly WG values during the calibrating and testing stages for ANFIS and ANN are shown in Figs. 11 and 12. The results are discussed below. As displayed in Figs. 6 and 7, it was obvious that during the calibration stage [36] [37], both the models consistently predict well the trend of decrease and increase of WG along with time. A similar trend was also found at the testing stage (Figs. 11 and 12), although the magnitude of uncertainty in the testing stage was lower than that of the calibration stage and the magnitudes of lower and upper bound of WG are estimated closer to the observed data in the calibration stage. As shown in Figs. 6 and 7, outputs of ANN (Fig. 12) had more uncertainty at all prediction times than those of ANFIS (Fig. 11), whereas with regard to noticeable increase in wide of 95PPU bond, observed data numbers placed on the bond increased slightly in comparison with ANFIS.

VII. CONCLUSION

In the absence of adequate past data on waste generation rates, it is extremely difficult to decide upon the methodology to make any kind of projections for the future. Hardly any primary survey studies have been made in the study area, which could indicate the actual waste quantum generated. As a result, except for data points from 1961 to 2001 population based on census, Industrial solid waste generated at DBTC from 1961 to 2001 and 2009 based on the data collected from the DBTC, urban population percentage in the total population as per census for the above period based on national scenario and the year wise data of GDP per capita on the national scenario, there is no data available on this basis. The population of year wise from 1961 to 2001 is obtained from the best fit curve equation. It is estimated that the amount of waste generated in India will increase at a per capita rate of approximately 1.33% annually is considered in the ANFIS model from 2010 to 2026 to predict the future generation of ISW. The ISW of year wise from 1961 to 2009 is obtained from the best fit curve equation. The % of urban population for India will increase to 40% by 2026 in 25 years. This growth rate is considered in the ANFIS model from 2001 to 2026 to predict the ISW generation. The % of urban population year wise from 1961 to 2001 is obtained from the best fit curve equation. The GDP per capita projections for India estimate an increase at the rate of 5.5% in the coming years is considered in ANFIS model for prediction of ISW in future. The Industrial organizations being the responsible authority in India for ISW management, in addition to a wide range of responsibilities related to health and sanitation have not been very effective as far as ISW services are concerned and DBTC is not an exception to this scenario. The central idea in this work is to utilize radial basis function approach of ANFIS model so as to minimize the discrepancy between the predicted values and observed values of ISW. A case study of future solid waste generation in DBTC demonstrates the application potential of such an approach. Due to important role of WG prediction in ISWMS, a proper model was developed using ANN and ANFIS models. In
this study, first WG in DBTC was predicted using ANN and ANFIS models. Also, uncertainty analysis was used to determine the uncertainty of two hybrid models. The following conclusions could be drawn from the present study:

1. Input variables preprocessing was improved for WG prediction of both models.
2. ANFIS gave better results than ANN.
3. Although, ANFIS gave better results than ANN based on the studied criteria of model evaluation, but uncertainty analysis showed that ANN had more uncertainty than ANFIS.
4. Due to a smaller uncertainty of ANFIS than ANN, the output stability of ANFIS is suitable, and this model was selected as the optimum model for WG forecasting in DBTC. However, ANN presented weak results than ANFIS with respect to statistical criteria.
5. The presented methodology of this study is general and if it is the available data with high range periods, the methodology can be used for the prediction of longer time in the future (for example, one or more months).
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